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3-D recursive extrapolation operators

Jan Thorbecke �

8.1 Introduction

To visualize the 3-D subsurface of the earth 3-D migration algorithms are needed which give
accurate results within a reasonable computation time. In this Chapter several recursive depth
migration algorithms are discussed and compared with each other. The backbone of every re-
cursive depth migration algorithm is a 3-D extrapolation algorithm. In lateral homogeneous me-
dia the extrapolation algorithm can be a simple multiplication in the wavenumber domain, but
extrapolation through 3-Dimensional inhomogeneous media is a more computation intensive
operation and requires a space-variant spatial convolution. Recently various authors (Holberg
(1988), Blacquière (1989), Hale (1991b), Soubaras (1992), Sollid and Arntsen (1994), Gaiser
(1994), Biondi and Palacharla (1994) and Kao et al (1994)) have published articles which pay
attention to an optimized calculation and efficient implementation of 3-Dimensional extrapola-
tion operators in a recursive depth migration. This Chapter will give an overview of the existing
methods and introduces several efficient optimization and implementation methods that have
not yet been discussed in the Geophysical literature (a more detailed overview is available from
internet (Thorbecke, 1995)). The computation times of the different algorithms are compared
with each other and the performance of the extrapolation algorithm is checked with the aid of a
simple synthetic experiment.

8.2 Wave field extrapolation in the space-frequency domain

In laterally homogeneous media the recursive one-way extrapolation operator in the kx� ky-�
(wavenumber-frequency) domain can be well represented by the phase shift operator (Gazdag,
1978):

�F �kx� ky� ���z� � exp ��j
s
��

c�
� �k�x � k�y��z� (8.1)
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with �z being a small extrapolation step. The advantage of computation in the kx� ky-� domain
is that the desired result is obtained by multiplication of the data with the phase shift operator.
However, to allow laterally varying medium functions a space variant convolution operator in
the x� y-� (space-frequency) domain should be used. When the spatial extrapolation operator
is used in an explicit recursive depth migration algorithm it must be calculated in such a way
that it gives reliable and stable results within a reasonable computation time. To arrive at this
goal two steps must be taken; the first step is an optimum design of the spatial operator and the
second step deals with a fast implementation of the spatial convolution. It turns out that the most
efficient algorithms combine these two steps and design a spatial operator in such a way that it
can be implemented in a fast way.

A first subdivision between the different extrapolation methods can be made with respect to
the type of expansion of the analytical phase shift operator (equation (8.1)) in the wavenumber
domain. This expansion can be a (Taylor) series expansion of the analytical phase shift operator
with respect to kz �

q
k� � �k�x � k�y� (Thorbecke, 1995), an expansion with respect to k�r �

k�x � k�y (Berkhout, 1982), (Soubaras, 1992), (Sollid and Arntsen, 1994), (Hoff, 1995) or an
expansion with respect to the cosine terms of the 1-D Fourier transformation (Hale, 1991a). In
equations (8.4) to (8.6) these different approximation to the phase shift operator are shown

�F��kx� ky� � exp ��jkz�z� (8.2)

�
MX
m��

NX
n��

Fmn cos �kxm�x� cos �kyn�y� (8.3)

�
MX
m��

Fm cos �krm�x� (8.4)

�
MX
m��

am�k
�

x � k�y�
m (8.5)

�
MX
m��

bm�kz�
m (8.6)

Equation (8.3) is the direct method which calculates the 2-D extrapolation operator Fmn by a
one-step optimization method and can be regarded as a weighted expansion in 2-Dimensional
cosine terms. The direct method requires a full 2-Dimensional spatial convolution. Equation
(8.4) is a reduction of the 2-Dimensional filter problem to a 1-Dimensional filter problem by us-
ing the circular symmetry of the 2-D operator and is represented by an expansion in 1-Dimensional
cosine terms. The 1-Dimensional filter problem, to obtain Fm, can be solved with a preferred
1-D optimization method (Thorbecke and Rietveld, 1994). The 1-D cosine terms are approxi-
mated by small 2-Dimensional convolution filters.

Equation (8.5) and (8.6) are expansions of the operator in non-spectral polynomials. The terms
am and bm in the series expansions can be obtained by calculating the coefficients from a Taylor
expansion (Berkhout, 1982), or optimizing the coefficients with an error definition in a preferred
norm (for example the L� or L� norm (Parks and Burrus, 1987), (Powell, 1981)). The basic
polynomials k�x� k�y and kz which occur in equations (8.5) and (8.6) are approximated by short
and accurate convolution operators.
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expansion
cos �kx� cos �ky�

cos �
q
k�x � k�y�q

k� � �k�x � k�y�

k�x � k�y

optimization
Least Squares

Weighted Least Squares
Non-Linear

Remez Exchange

implementation
2-D convolution
1-D convolution

Chebyshev
Series

Table 8.1 Three criteria which are used to discriminate between different 3-Dimensional extrapola-
tion algorithms. Note that in principle many combinations between the elements in the three
blocks are possible.

A second subdivision between the different extrapolation algorithms can be made with respect
to the kind of optimization method used to obtain the spatial convolution operator. The type of
implementation of the spatial convolution is a third criterion to discriminate between the dif-
ferent methods. Table 8.1 gives an overview of the different techniques which can be used in
the expansion, optimization and implementation. Note that in principle many combinations be-
tween the elements in the three blocks are possible. For example Holberg (1988) and Blacquière
(1989) use a non-linear optimization technique for the operator optimization in a 2-Dimensional
cosine series (weighted inverse Fourier transformation according to equation (8.3)) and have
implemented this operator as a full 2-D convolution. Hale (1991a) makes use of the McClellan
transformation in equation (8.4) and uses the coefficients of a 1-D convolution operators in a
Chebyshev recursion scheme. Soubaras (1992) uses the Remez exchange algorithm in the opti-
mization of the 1-D convolution operators and in the optimization of the expansion factors (with
respect to powers of k�x � k�y) of the phase shift operator in equation (8.5). In this Chapter the
weighted least squares optimization method is introduced as a fast alternative method for the
optimization of the 2-D convolution operators and in the optimization of the coefficients in the
series expansions. The McClellan method is discussed in detail and several schemes are given
which optimize the original McClellan method. The series expansions with respect to kz and
k�x � k�y given in equation (8.5) and (8.6) are worked out in detail and compared with the other
extrapolation methods.

8.3 Direct method

The most straightforward method which does not make use of any series expansion is called,
after Berkhout (1982), the direct method. In the direct method the optimization for the convo-
lution operator is defined by the Fourier transformation from wavenumber to spatial domain and
implemented by means of an optimization scheme (see Holberg (1988) and Blacquière (1989)
for the results with a non-linear optimization scheme). The advantage of the direct method is
the uncomplicated optimization of the operator and the simple implementation. A disadvantage
of this direct method is that in the space-frequency domain the full 2-D convolution has to be
carried out for every spatial position. For an operator with a typical operator size of 	
 � 	


points this means 625 complex multiplications and summations for every grid point! By using
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the even symmetry in the operator the number of multiplications can be reduced by a factor of 4
by folding the data into a quarter and application of the convolution to this folded part. However
the number of flops remains high, especially when we take into account that this convolution
has to be carried out for every grid point, for every frequency of interest and for several depth
steps. In this Chapter the results obtained with the direct method are used as a reference result
for comparison with the other, non-direct, methods.

8.3.1 Weighted Least Squares optimization

The most simple way to obtain space-frequency operators is an inverse Fourier transformation
of the exact operators from the wavenumber-frequency domain back to the space-frequency do-
main. Despite of its simple form this solution is not very efficient because the spatial convolu-
tion operator obtained in this way must be very long to give stable and accurate results. Tapering
the spatial operator gives some improvements (Nautiyal et al., 1993) but for accurate extrapo-
lation results tapering cannot be used as pointed out by Thorbecke and Rietveld (1994). The
aim in the design of the operator is a short convolution operator with a wavenumber-frequency
spectrum which is, over a desired wavenumber band, equal or close to the exact phase shift op-
erator in the kx� ky-� domain. The starting point in the analysis of this optimization problem is
the inverse Fourier transformation which is defined as

�F �kx� ky� �
Z Z �

��

F �x� y� exp �jkxx� exp �jkyy�dx dy (8.7)

Using the discrete version of the Fourier integral and the even symmetry in the phase shift op-
erator equation (8.7) is rewritten in a discrete equation as (Blacquière, 1989)

�F �kx� ky� �
MX
m��

NX
n��

SmnF �m�x� n�y� cos �kxm�x� cos �kyn�y� (8.8)

with Smn defined as

Smn �

�����
����
� for m � n � ��

	 for m � � � n � ��


 for n �� � �m �� �

(8.9)

Using the Circular symmetry in the operator by interchangingn andm and the fact that
PM

m��

Pm
n�� �PN

n��

PM
m�n the number of equations can be further reduced to 1/8 of the original number of

equations (this reduction is only possible if �x � �y)

�F �kx� ky� �
MX
m��

mX
n��

F �m�x� n�y�
h
Smn cos �kxm�x� cos �kyn�y�

� S �nm cos �kxn�x� cos �kym�y�
i

(8.10)

with S �nm defined as

S �nm �

�����
����
� for n � m�

	 for n � � �m � ��


 for m �� � � n �� �

(8.11)
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and M �N being the user specified size of the desired short operator. Using the shorter matrix
notation equation (8.10) can be rewritten as

�F
�
� �
˜
F (8.12)

withF the desired short operator and �F
�
being its spatial Fourier transform, yielding an approxi-

mation of the exact phase shift operator. Equation (8.8) with the quarter, or equation (8.10) with
the octal part has to be solved for the unknown operator coefficients Fmn � F �m�x� n�y�� for
all wavenumbers �kx� ky� of interest. Therefore a weighted error function �� is defined as

�� � �E
h ��
˜
�E (8.13)

with

�E � �
˜
F� �F (8.14)

and ��
˜

a diagonal matrix containing a weighting function on its diagonal. The introduced weight-
ing function gives a good control over the desired functionality of the space-frequency operators.
The least-squares solution of equation (8.13) is given by

F �
h
�
˜
h ��
˜
�
˜

i��
�
˜
h ��
˜
�F (8.15)

where �
˜
h ��
˜
�
˜

is a square matrix. The weighted least-squares method (abbreviated as WLSQ)
can be used in the calculation of short (2-D) spatial convolution operators but also in the cal-
culation of series expansion factors. In DELPHI Volume V (1994), Appendix A, the WLSQ
method was used to solve the 1-D optimization problem. For the 1-D optimization problem the
WLSQ method has another advantage; the matrix�

˜
h ��
˜
�
˜

which has to be inverted has a Toeplitz
structure and can be inverted fast by using the Levinson scheme. For the 2-Dimensional prob-
lem standard LINPACK routines are used to calculate a QR decomposition of the matrix�

˜
h ��
˜
�
˜and with this decomposition the solution of matrix equation (8.15).

8.3.2 Impulse response of an extrapolation operator

An impulse response experiment is used to test the behavior of the extrapolation operator in an
explicit finite-difference migration algorithm. In the middle of a spatial limited homogeneous

a) Time signature b) Amplitude spectrum

Fig. 8.1 a) Time signature and b) Amplitude spectrum of the wavelet used in the migration experiments.
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Extrapolation ∀ x and y

Writing depth image to Disk

Imaging

Operator Calculation

Initialization

next
frequency

next
depth

Input Parameters

Fig. 8.2 Processing scheme for the impulse response experiment. Note that the extrapolation block in
the scheme is different for every different extrapolation implementation.

medium a point source is defined with the source signature shown in Figure 8.1. The zero-phase
Ricker wavelet is centered at 0.512 seconds. The constructed data set is transformed to the fre-
quency domain and extrapolated to deeper depth levels for every frequency of interest. At every
depth level an imaging step is carried out and the depth image is stored in memory. At the end
of the calculation for all frequencies the final depth image is written to disk. The block-scheme
of this algorithm is shown in Figure 8.2. For the other extrapolation algorithms discussed in
this Chapter the extrapolation block in Figure 8.2 is replaced with the extrapolation algorithm
of interest, everything else in the scheme remains the same. For the synthetic experiment the
following parameters are used: c � ����ms��� fmin � 
Hz and fmax � 

Hz��x � �y �

�z � ��m��t � ����
s and 

 depth steps are taken on a x,y grid of ������� samples wide.
Note that the maximum frequency is positioned in the wavenumber domain at ��� � �

�x
�� kN�.

A reference output of this experiment can be calculated by using the exact expression of the ex-
trapolation operator in the spatial domain. The exact spatial operator is defined by the dipole
pulse response which is given by

G��x� y� z� �� �
� � jkr

r�
cos � exp ��jkr� (8.16)

with k � �

c
� cos� � z

r
and r �

p
z� � x� � y�. Using the complex conjugate G�

�
of the dipole

response in a non recursive version of the scheme given in Figure 8.2 a reference impulse re-
sponse can be calculated for the synthetic model described above.

Every horizontal slice in the constructed depth image corresponds to a certain dip angle. For
example for a depth slice at 200 m the dip angle is given by cos� � z�ct��

�� � � � ��o. In
Figure 8.3 three cross sections out of the 3-D depth image of the reference experiment are shown;
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Fig. 8.3 Reference output for the migration experiment with left the depth slice at z = 220 m. Top right
shows a vertical slice for x=0 and bottom right a vertical slice for x=y. Note the perfect cir-
cular shape and the accuracy at the higher angles.

the right pictures in Figure 8.3 show a vertical cross section for x=0 (top) and x=y (bottom), the
left hand side picture in Figure 8.3 shows a horizontal cross section at a depth of 220 m which
corresponds to a reflector dip of 65 degrees.

Using 2 Dimensional ����� convolution operators obtained with the introduced WLSQ method
gives the depth image shown in Figure 8.4a. In the spatial convolution scheme the even sym-
metry in the operator is used explicitly by folding the data into common operator point parts,
which reduces the number of multiplications significantly. In the calculation of the convolution
operator only 1/8 th of the total spectrum is used by making use of the circular symmetry and the
fact that �x � �y. In Figure 8.4a we see that the artefacts in the depth image consists of inner
’circular’ events at the higher angles which have a square structure. This square structure is due
to the fact that the solution of the optimization problem is calculated on a rectangular grid. In
the presentation of the paper of Kao et al (1994) similar features were observed. Using a longer
2-D convolution operator of ��� �� points as shown in Figure 8.4b these rectangular artefacts
have vanished. A more detailed discussion of the errors in the extrapolation operators is given
in the next subsection. In section 8.6 the computation times for the direct convolution method
is given for different operator sizes on different machines used in our research group.

8.3.3 Error analysis

From an engineering point of view it is interesting to investigate how the different parameters
in the optimization procedure must be chosen to obtain efficient operators which are accurate
up to a desired maximum angle. For this analysis it is necessary to define accuracy in a useful
way. In Powell (1981) the most common used definitions of accuracy are given. In this section
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a) 19x19 point convolution operator

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

x � �

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

x � y

-500

-400

-300

-200

-100

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

z � 		�

b) 31x31 point convolution operator
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Fig. 8.4 Results of the WLSQ optimized operators for different operator sizes. Note that the artefacts
which are present in the result for the 19x19 operator disappear for the larger operator size.

we will use the L� and the L� norms to calculate accuracy in a certain domain of interest. The
domain of interest is defined by kr � k sin ��max� �� kr�max� with k � �

c
.

Based on the results of many experiments the followingL� andL� error norms are defined over
the domain of interest

�� �

�
�R

�
�

���

R kr�max

kr��
kF �kr�� �F �kr� ��k�kr dkr d�R �

�

���

R kr�max

kr��
kF �kr�k�kr dkr d�

�
	

�

�

(8.17)

�a� � max
��kr�kr�max

j kF �kr�k � k �F �kr�k j
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� max
kr�max�kr�kN

j �� k �F �kr�k j fif k �F �kr�k 	 ���g (8.18)

�p �


Z �
�

���

Z kr�max

kr��
k
Ep


kr
krk� dkr d�

� �

�

(8.19)

with

Ep � argF �kr�� arg �F �kr� ��

where �F �kr� is an approximation to the true function F �kr�, �� is the normalized least squares
error, �a� the maximum amplitude error and �p a measurement for the derivative of the phase
error with respect to the polar distance kr . The normalized �� error is a global error and is re-
lated to the accuracy of the operator. The amplitude error gives an indication of the stability
of the operators in a recursive extrapolation scheme. Note that kF �kr�k� � � in the domain
of interest. Included in the �a� error is a stability measurement for k sin ��max� � kr 	 kN .
If the amplitude of the operator in this domain is higher than 1.0 then it contributes to the �a�
error. The �p error is defined in such a way that it is sensitive to errors in the circular symmetry
of the operator. In the ideal case the �p error should be zero because of the circular symmetry
of the operator. To compute the derivative with respect to kr a three point finite difference op-
erator is used to compute the derivative with respect to kx and ky. With these derivatives the
�

�kr
� �

�kx

�kx
�kr

� �

�ky

�ky

�kr
is calculated.

To determine the errors due to the recursive use of the operator in a homogeneous medium
(which is a worst case situation) the difference with respect to the reference impulse response
is calculated for every depth slice according to

�s�z� �

�
�R xmax

x��

R ymax

y�� kF �x� y� z�� �F �x� y� z�k� dx dyR xmax

x��

R ymax

y�� kF �x� y� z�k� dx dy

�
	

�

�

(8.20)

This spatial error can be presented in an error curve as function of the angle (=depth). The calcu-
lation of the wavenumber errors in equation (8.17), (8.18) and (8.19) gives three values for one
operator defined for one frequency. For a more useful definition three frequencies, within the

Operator 20 Hz Average
angle size weight �� �a� �p ��� ��a� ��p

15 5x5 1e-5 1.6e-3 3.2e-3 1.6e-5 2.4e-3 2.2e-3 7.1e-5
30 9x9 2e-5 1.4e-3 3.0e-3 5.6e-4 1.9e-3 2.9e-3 2.7e-4
45 13x13 4e-5 1.0e-3 3.3e-3 3.5e-4 1.5e-3 3.1e-3 3.9e-4
60 19x19 4e-5 1.2e-3 2.4e-3 1.6e-3 1.5e-3 2.9e-3 1.2e-3
75 31x31 6e-5 1.7e-3 1.2e-3 4.8e-3 1.9e-3 1.4e-3 4.3e-3

Table 8.2 Optimum operators which are accurate up to a maximum angle of interest. Note that for
small angles these operators are stable but don’t suppress all higher angles
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frequency range of interest, are analyzed: one at a low frequency (in our example 5 Hz.), a cen-
tral frequency (20 Hz) and at a high frequency (40 Hz.). The error in the operator can be varied
by changing the weighting function, the operator length and the maximum angle of interest.

From these experiments described above and given in detail in Thorbecke (1995) we have de-
veloped a criterion which can be used to determine if a certain operator calculation method
gives stable and accurate results in a recursive extrapolation algorithm. To use this criterion
the wavenumber spectrum of the operator must be calculated for three characterizing frequen-
cies and the ��, �a� and �p errors have to be calculated for every frequency. These errors must
then obey the following relations;

 ��� 	 	e�� accuracy measurement

 �a� 	 �e�� stability measurement

 �p 	 �e�� circularity measurement
Given the error criteria we can now determine how the weight factor and the operator size must
be chosen for a maximum angle of interest. The results of these experiments are summarized
in Table 8.2. The small angles �
o and ��o are difficult to optimize for the given maximum an-
gle, but by choosing a slightly bigger angle the operator can become stable and accurate for the
smallest operator size possible. For example to get the operator for ��o a maximum design angle
of 
�o degrees has to be chosen. If one wants to design operators with small maximum angles
of interest and suppression of all the higher angles a larger operator size must be chosen than
the one given in Table 8.2. The larger ��p error in the �
o operators is not as bad as it looks, the
largest error peaks are positioned at the edges of the domain of interest.

Note that for small operator sizes the higher frequencies are more sensitive to errors and for the
larger operators the lower frequencies are more sensitive to errors. This behavior is related to
the WLSQ optimization method. A very small operator has a limited number of ’error’ peaks
in the frequency domain due to the limited number of contributing wavenumber components.
The WLSQ optimization method with a limited number of wavenumber components cannot
have very large peaks (Berkhout, 1984). If there are more wavenumber components the WLSQ
method can build up large peaks in the error function (Gibbs phenomenon).

8.4 McClellan transformation

The McClellan transformation transforms a 1-D convolution operator to a 2-D convolution op-
erator with a certain symmetry. This transformation is of interest because the implementation
is simple and the computation of the transformation coefficients can be done efficiently. Hale
(1991a) introduced the McClellan transformation into the Geophysical world and described two
related techniques which can replace the direct 2-Dimensional spatial convolution: (1) trans-
formation of the non-recursive 1-Dimensional symmetrical filter in a 1-Dimensional recursive
filter by using the Chebyshev recursion formula (see Parks (1987), Johnson and Riess (1977),
Ralston (1967), Kogbetliantz (1960), Powell (1981)), (2) the McClellan transformation of a 1-
Dimensional filter to a circular symmetric 2-Dimensional filter. We will first discuss the trans-
formation from a 1-Dimensional filter to a 2-Dimensional filter. Next the Chebyshev recursion
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formula is explained and at the end of this section several methods are discussed which optimize
the steps and coefficients used in the McClellan transformation.

McClellan Transformation from 1-D to 2-D

If the operator has a circular symmetry it is possible to reduce the computation time of the 2-
Dimensional filter by means of a McClellan transform. The McClellan transform (McClellan,
1973) defines a mapping from a 1-D wavenumber axis to the 2-D wavenumber domain. The
change of variables to be described depends on the fact that both the operator approximations
in 1 and 2-Dimensions can be written as sums of cosine functions. The 1-Dimensional filter
problem of an even symmetrical operator can be rewritten as (note the similarity with equation
(8.8))

�F �kr� � F ��� � 	
MX
m��

F �m�x� cos �krm�x� (8.21)

�F �kr� �
MX
m��

F ��m�x� cos �krm�x� (8.22)

�F �kr� �
MX
m��

�F �m�x� cos �kr�x�
m (8.23)

with the choice of a suitable set of coefficients �F �m�x� that approximate the 1-D extrapolation
operator �F �kr�. In equation (8.22) F �

m � 	Fm for m � �� � � �M and F �
m � Fm for m � �. The

last step from equation (8.22) to equation (8.23) can be seen by letting � � cos �kr�x�. Then
cos �krm�x� � cos �m arccos ���� � Tm���, where Tm��� is the Chebyshev polynomial of
order m. Each cosine term in equation (8.22) may then be expressed in the form

cos �kr m�x� �
NX
n��

�m�n cos �kr�x�
m (8.24)

where the �m�n are real coefficients and easily obtained with the Chebyshev recursion formula.
Equation (8.22) reduces then further to

�F �kr� �
MX
m��

F ��m�x�Tm��� �
MX
m��

�F �m�x��m (8.25)

where both right-sides of the equation are now polynomials in �.

The cosine terms in equation (8.23) can be approximated by a 2-Dimensional filter (assuming
�x � �y)

cos �kr �x� �
PX
p��

QX
q��

cpq cos �kx p�x� cos �ky q�y� (8.26)

where cpq are called the McClellan factors (McClellan, 1973). By making the substitution of
equation (8.26) into equation (8.23) it reduces to

�F �kr� �
MX
m��

NX
n��

�F �m�x� n�y� cos �kx�x�
m cos �ky�y�

n (8.27)
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Fig. 8.5 Chebyshev recursion scheme. The h�x� y� boxes represent the 2-D McClellan transformation
of cos �kr�, Fm represents the coefficients of the 1-D convolution operator.

which can be put in the form (using Chebyshev’s recursion formula again)

�F �kr� �
MX
m��

NX
n��

�F �m�x� n�y� cos �kx m�x� cos �ky n�y� (8.28)

which is the desired form for a 2-Dimensional filter which was already shown in equation (8.8)
(Note that �F and �F are scaled versions of F ). For example for P � Q � � the transformation
for circular symmetry reduces to a 9-term McClellan convolution operator (also called a first
order approximation) which is given by Hale (1991a) where �c�� � c�� � c�� � c�� � ��
 and

cos �kr �x� � �� � ��
�� � cos �kx�x���� � cos �ky�y��� (8.29)

P � Q � 	 gives a 25-term McClellan transform (second order approximation) which is
also given by Hale (1991a). The McClellan factors cpq can be derived by defining points in the
kx� ky plane which map to a point on the k-axes of the 1-D operator such that all coefficients are
uniquely defined (for the first order McClellan approximation 4 points are needed). The prob-
lem with the McClellan transform, given the original McClellan factors in equations (8.29), is
that for wavenumbers closer to the Nyquist wavenumber the transformation deviates from the
ideal circular shape.

Chebyshev recursion formula

The second improvement in the computation scheme is the transformation of the non-recursive
1-Dimensional filter to a 1-Dimensional recursive filter derived from the recursive formula of
the Chebyshev polynomials

cos �m�� � 	 cos ��� cos ��m� ����� cos ��m� 	��� (8.30)

This Chebyshev filter structure is not useful for 1-Dimensional filters. Direct convolution is
both simpler and more efficient. The Chebyshev structure is more advantageous for 2-Dimensional
operators with an even symmetry, such as the circular symmetric extrapolation operators. The
Chebyshev recursion scheme can be implemented in the computer without much effort. Mc-
Clellan and Chan (1977) have analyzed this so called Chebyshev structure in detail and observed
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that the scheme requires the minimum number of multiplications in comparison with the direct
scheme and it is the most stable scheme with respect to the round off-noise. In Figure 8.5 a flow
diagram for the Chebyshev recursion scheme is given. Note that only the coefficients of the 1-
D operator are involved. Hence the number of computations depends linearly on the length N
of the 1-D operator and not on N� as in the implementation of a direct 2-D convolution. The
computation times for several 1-D operator lengths and different operators h�x� y� are given in
section 8.6.

In Figure 8.6 the migration results of the McClellan transformation combined with the Cheby-
shev recursion scheme is shown for the second order (17-term) McClellan transformation. The
optimized 1-D convolution operator has a full length of 25 points and is obtained with the Re-
mez exchange algorithm (see Powell (1981) and Thorbecke (1995) for a detailed discussion on
the Remez algorithm). The Chebyshev recursion scheme makes use of the even symmetry in
the operator so only 13 points of the 1-D operator are needed as expansion terms in the recursive
scheme. The notation of the operator size used in Figure 8.6 gives first the number of terms in
the expansion and second the size of one single term. For example the notation ��� �� means
that the expansion is done in 13 terms where every term consists of an operator with 17 points.

The cross-sections in Figure 8.6 give a good view of how the McClellan transformation handles
the higher angles. The noise around the source position in the x-slice is an artefact of the used
1-D operator. The 1-D Remez optimized operator is chosen because it gives, in some way, the
best 1-D operator and the even symmetry of the 1-D operator is used explicitly in the optimiza-
tion scheme.
Despite the deviation at the higher angles the McClellan transformation combined with the Cheby-
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Fig. 8.6 Depth images obtained with the original McClellan transformation. For the higher angles the
McClellan operators deviate from the ideal circular shape. Note the deviation at the higher
angles in the diagonal slice.
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shev recursion scheme is a very powerful and useful approach. The performance at higher an-
gles can be improved in several ways. In the subsections 8.4.1, 8.4.2 and 8.4.3 three improve-
ments are discussed.

8.4.1 Hazra and Reddy Coefficients

Optimizing the design of the McClellan factors cpq in equation (8.26) is a good way to improve
the performance of the McClellan transformation. The first order filter is of special interest be-
cause it is a small and therefore fast operator. The aim of the technique proposed by Hazra and
Reddy (1986) is to make the maximum contour of interest of the 2-D operator approximate a
circle with a high degree of accuracy. This better approximation is achieved by mapping an ad-
ditional point of the cut-off boundary of the 2-D operator onto the cut-off boundary of the 1-D
filter (the cut-off boundary is defined by the maximum wavenumber of interest). This mapping
of the additional point is obtained by making the cut-off wavenumber of the 1-D filter as one of
the design parameters. A consequence of this is that the wavenumber of the cut-off boundary
of the 2-D operator on the kx-axis and ky-axis may be different from the cut-off wavenumber
of the 1-D filter.

The first order original McClellan transformation maps the origin ��� �� in the �kx� ky� plane
onto the point kx � � of the kx-axis in the wavenumber response of the 1-D operator. The points
�kx�N � ��� ��� ky�N� and �kx�N � ky�N� from the �kx� ky� plane all map onto kx � kx�N . With the
definition of these four points the coefficients in the first order McClellan transform are uniquely
determined. This mapping has the following properties: (1) the contours of the McClellan trans-
formation are approximately circular for low values of kr and deviates considerably from cir-
cular contours as kr increases and is square at kr � �, (2) the original McClellan transforma-
tion makes the frequency response of the 2-D operator along the kx-axis and along the ky-axis
identical to the frequency response of the original 1-D operator. Contour lines in the original

Optimized for 20 Hz (kxc = 0.13) Optimized for 40 Hz (kxc = 0.26)

Fig. 8.7 Contour plots of the optimized Hazra and Reddy transformation for two different frequencies.
Note the circular shape and the scaling.
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Fig. 8.8 Depth images obtained with the optimized Hazra and Reddy transformation. Note the im-
provement in the circular shape in the depth slice in comparison with the original McClellan
transformation.

McClellan transformation show that the deviation from the circular contour is maximum near
the neighborhood of the diagonal joining the points ��� �� and �kx�N � ky�N� in the �kx� ky� plane.
It is possible, for a given maximum kr, to improve the contour by forcing an appropriate point
on this diagonal to be on the circular contour. With this mapping of an extra point on the circular
contour, it is not possible, to make the frequency response of the 1-D operator identical to the
frequency response of the original 1-D operator along the kx-axis and along the ky-axis. Thus
the mapping of the extra point on the diagonal is only possible when the cut-off wavenumber
along the kx axes is one of the design parameters. The McClellan factors according to Hazra
and Reddy are dependent on the maximum wavenumber of interest and are given by

c�� �
ab� 	ac

	bc�
� c�� � c�� �

�

g
� c��� c�� � �� c�� � c�� � c��

where

b � sin� �
kxc

	
�� c � sin� �

kxc

	
p
	
�� g � 	 �

b� 	c

c�
� a �

b

g
(8.31)

kc � 	 sin�� �
p
a�

and where kxc is the maximum wavenumber of interest of the circular symmetric 2-D filter on
the kx-axis and kc is the maximum wavenumber of interest of the 1-D operator. For a more de-
tailed discussion on the derivation of the parameters in equation (8.32) the reader is referred to
Hazra and Reddy (1986). In Figure 8.7 two contour plots are shown for two different frequen-
cies. Up to the desired maximum value these contours are circular, outside the desired value the
contours are not circular shaped. Note the scaling along the wavenumber axes.

In the extrapolation algorithm first the McClellan factors are calculated according to 8.32 for a
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given kxc which gives besides the optimized McClellan factors also a kc for the 1-D operator.
With this calculated kc value the 1-D operator is designed. Note that kc is always smaller than
kxc. Due to the choice of the coefficients this 1-D operator is stretched to a correct 2-D operator.
To compensate for this stretch the 1-D convolution operator must be calculated with a scaled
�z. This can be explained by regarding the effect of the optimized Hazra and Reddy factors as
a scaling of the kx-axes. The 1-D phase shift operator is then given by

�F �kx� � exp ��j �k� � ��kx�
��

�

� �z�

� exp ��j ��k
�
�� � k�x�

�

� ��z� (8.32)

where k
�
� kc and ��z is the scaled depth step.

The migration results for the Hazra and Reddy optimized coefficients are shown in Figure 8.8.
The circular shape of the depth slice is good and the artefacts at the diagonals, which were
present in the original McClellan transformation, are absent. Note that the computation time of
the optimized coefficients is very small, only a few multiplications and additions per frequency,
so the same computation effort is required as for the original McClellan transformation which
makes the method very attractive. It will be interesting to investigate if it is possible to adjust
the 17-points McClellan transformation with the same method.

8.4.2 Optimized McClellan factors

The aim in optimizing the McClellan transformation is to choose the McClellan factors cpq in
equation (8.26) such that the contours produced by the transformation have some desired shape.
For some examples it is sufficient to control the shape of one single contour. In other problems
it is necessary to design the shape of the contours in a specific part of the wavenumber domain
(Mersereau et al., 1976). The error function which has to be optimized for a circular contour
design is given by

E � M�cpq� kx� ky�� cos
q
k�x � k�y with

M�cpq� kx� ky� �
PX
p��

QX
q��

cpq cos �kx� cos �ky� (8.33)

Equation (8.33) is a non-linear function of the unknown parameters, so a computation intensive
non-linear optimization scheme must be used for the minimization. In the example shown in
this section a non-linear optimization scheme (CFSQP, written by C.T. Lawrence, J.L. Zhou
and A.L. Tits, Version 2.0, february 1994) is used. With this scheme we try to optimize several
contours within the band of interest and put the constraint

j
PX
p��

QX
q��

cpq cos �kx p�x� cos �ky q�y�j 	 � (8.34)

� 	 kx 	 kx�N ��
�

�x
�� � 	 ky 	 ky�N ��

�

�y
�
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Fig. 8.9 Depth slice at z = 220 m, a vertical slice for x=0 (top right) and bottom right a vertical slice
for x=y with optimized McClellan coefficients. Note the circular shape and the small artefacts.

for all points of the mapping in the �kx� ky� plane. The contours to be optimized in the objective
function of equation (8.33) are defined by the maximum wavenumber value of interest. With this
definition of the optimization problem the first order McClellan transformation cannot be opti-
mized any further, but the second order transformation (25 points approximation, which means
that all cross terms within the second order are used) can be improved. In the implementation of
the McClellan operators we make explicitly use of the circular symmetry in McClellan operator
if �x � �y. In Figure 8.9 the migration impulse response is shown for the optimized 25-point
McClellan operator with frequency dependent coefficients and a 1-D operator of 25 points (13
terms). The non-linear computation time can be reduced by calculating the optimized coeffi-
cients for a wavenumber range instead of every wavenumber. In the shown example we have
used only four sub domains in the total wavenumber domain of interest which keeps the time to
compute the McClellan factors small. It also possible to optimize the coefficients independent
of the wavenumber frequency or for different shaped McClellan filters (Blacquière, 1991).

8.4.3 Series expansion in cos �kr�x�

All improvements descriped thus far make use of the Chebyshev recursion sheme, but it is also
possible to use a direct expansion in cos �kr�x�. To see the difference between the two schemes
the Chebyshev recursion scheme and the direct scheme are written as

�F �kr� �
MX
m��

FmTm�cos �kr�x�� (8.35)

�
MX
m��

am cos �kr�x�
m (8.36)
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�
MX
m��

�am�h
m�kx� ky� (8.37)

with

�h�kx� ky� � cos �kr�x� (8.38)

In equation (8.37) �h (defined in equation (8.38)) is optimized first and with this approximation
to cos �kr�x�, �am is optimized. In equation (8.35), the Chebychev recursion scheme, the op-
timization of cos �kr�x� is independent of the optimization of Fm. In the scheme of equation
(8.37) a better operator can be designed, because the optimization of the series coefficients is
dependent on the approximation to cos �kr�x� To optimize the �am the WLSQ method is used.
To approximate cos �kr�x� the McClellan or Hazra and Reddy transformation can be used, but
it is also possible to use the WLSQ optimization method described in section 8.3.1. Note that the
coefficients in the Chebychev recursion scheme can also be optimized with the same method.
The recursive convolution scheme of equation (8.37) is given in Figure 8.10. This scheme is

Pi

Pi+1

h(x,y)h(x,y) h(x,y)

â1 âM�1 âMâ0 â2

+ + + +

Fig. 8.10 Direct scheme for series expansion in cos �kr�x�. Note the simple structure in comparison
with the Chebychev recursion scheme.

less complicated to implement in the computer and more important it can be optimized bet-
ter by the compiler (see section 8.6). In Figure 8.11a the impulse response is shown with the
Hazra and Reddy optimized coefficients for the approximation to cos �kr�x�. The number of
terms is equal to 13. Note that with this method the results are better circular and contain only
small artefacts even with the small (3x3 points) operator. In Figure 8.11b the series expansion
in cos �kr�x� is done with an approximation to cos �kr�x� obtained with the WLSQ method
introduced in section 8.3.1. Note that with a 9 point approximation to cos �kr�x� the result is
accurate upto the higher angles. In the next subsection a detailed error analysis is given for all
McClellan methods discussed.

8.4.4 Error analysis

Using the analysis technique, which was introduced by the direct method, it is possible to an-
alyze the performance of the different McClellan transformations. In Table 8.3 the errors are
given for five types of McClellan transformations; the original McClellan transformation in first
and second order, the optimized Hazra & Reddy factors (HR) in first order, the non-linear op-
timized factors in the expanded second order and the series expansion in cos �kr�x� with the
Hazra and Reddy coefficients and the WLSQ operators. From the results in the Table and Fig-



Chapter 8: 3-D recursive extrapolation operators 8 – 19

-500

-400

-300

-200

-100

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

z � 		�

a) 13x9 with Hazra and Reddy coefficients

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

x � �

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

x � y

-500

-400

-300

-200

-100

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

z � 		�

b) 13x9 with WLSQ coefficients
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Fig. 8.11 Impulse response of the expansion in cos �kr�x�Hazra and Reddy optimized coefficients for
cos �kr�x� and WLSQ optimized coefficients. The series coefficients �am in both examples
are optimized by using the WLSQ method.

ures 8.6, 8.8, 8.9, 8.11 the following remarks can be made;
(1) For higher frequencies the �p error in the original McClellan transformation increases sig-
nificantly for both the first and second order approximation.
(2) The differences in pulse responses between the methods with, the original McClellan fac-
tors, the Hazra & Reddy factors, the non-linear optimized factors or the series expansion can
be determined from the �p error. The second order method with the original McClellan factors
give a rapidly increasing phase error where the largest errors occurs at the diagonal from ��� ��

to �kx�N � ky�N�. The phase error of the Hazra & Reddy method is less rapidly increasing and the
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Operator 5 Hz 20 Hz 40 Hz
McClellan �� �a� �p �� �a� �p �� �a� �p

10x9 1.7e-3 1.0e-3 4.5e-4 6.6e-3 2.2e-3 4.8e-3 5.1e-2 1.5e-3 3.8e-2
13x9 1.4e-3 1.2e-3 3.2e-4 6.3e-3 1.7e-3 3.9e-3 5.2e-2 1.4e-3 3.8e-2
16x9 1.1e-3 1.3e-3 2.3e-4 6.3e-3 1.1e-3 3.7e-3 5.1e-2 1.6e-3 3.9e-2
10x17 1.7e-3 1.0e-3 4.4e-4 1.8e-3 2.4e-3 2.7e-3 2.4e-2 1.5e-3 2.2e-2
13x17 1.3e-3 1.2e-3 3.1e-4 1.1e-3 2.0e-3 1.4e-3 2.4e-2 1.6e-3 2.3e-2
16x17 1.1e-3 1.3e-3 2.3e-4 7.8e-4 1.4e-3 9.7e-4 2.4e-2 1.9e-3 2.3e-2

HR 5 Hz 20 Hz 40 Hz
10x9 2.6e-3 1.2e-3 8.1e-4 7.2e-3 1.7e-3 2.8e-3 8.2e-2 7.7e-3 1.8e-2
13x9 1.2e-3 6.7e-4 2.9e-4 7.1e-3 2.7e-3 2.3e-3 8.2e-2 1.6e-2 1.8e-2
16x9 1.4e-3 1.4e-3 3.2e-4 7.2e-3 1.7e-3 1.9e-3 8.2e-2 2.7e-2 1.8e-2

Optimized 5 Hz 20 Hz 40 Hz
10x25 1.7e-3 1.0e-3 4.4e-4 1.8e-3 2.4e-3 2.6e-3 7.2e-3 1.5e-3 9.4e-3
13x25 1.4e-3 1.2e-3 3.2e-4 1.2e-3 2.0e-3 1.4e-3 7.2e-3 1.9e-3 8.6e-3
16x25 1.1e-3 1.3e-3 2.3e-4 9.2e-4 1.4e-3 1.0e-3 7.2e-3 2.3e-3 8.5e-3

Series HR 5 Hz 20 Hz 40 Hz
10x9 5.2e-3 2.5e-3 1.6e-3 1.7e-3 1.8e-3 2.5e-3 8.4e-3 2.3e-3 6.7e-3
13x9 2.0e-3 1.5e-3 5.3e-4 9.8e-4 1.3e-3 1.4e-3 8.4e-3 2.4e-3 5.6e-3
16x9 1.5e-3 7.7e-4 3.6e-4 6.4e-4 1.2e-3 8.4e-4 8.4e-3 2.2e-3 5.2e-3

Series WLSQ 5 Hz 20 Hz 40 Hz
10x9 2.8e-3 1.8e-3 8.2e-4 5.1e-3 1.7e-3 3.8e-3 2.2e-3 2.3e-3 4.5e-3
13x9 1.3e-3 6.2e-4 3.4e-4 5.0e-3 1.4e-3 3.4e-3 2.0e-3 1.6e-3 3.6e-3
16x9 5.3e-4 3.4e-4 1.1e-4 5.0e-4 4.1e-4 3.2e-3 1.9e-3 4.2e-4 3.4e-3
10x25 2.2e-3 1.2e-3 6.4e-4 8.3e-4 8.4e-4 1.2e-3 1.4e-3 1.6e-3 2.8e-3
13x25 1.3e-3 4.1e-4 3.2e-4 4.3e-4 6.9e-4 5.9e-4 1.2e-3 1.2e-3 1.5e-3
16x25 5.7e-4 2.7e-4 1.2e-4 1.9e-4 2.9e-4 2.6e-4 1.1e-3 3.4e-3 1.4e-3

Table 8.3 Errors in the extrapolation operators for; the original McClellan transformation in first (*x9)
and second (*x17) order, the optimized Hazra & Reddy factors (HR) in first order, non-linear
optimized factors in the expanded second order and the series expansion in cos �kr� with the
Hazra and Reddy coefficients and WLSQ operators. The maximum angle of interest is ��o.

smallest error is positioned at the diagonal from ��� �� to �kx�N � ky�N�. The non-linear optimized
method gives error peaks at the edges of the domain of interest and has the largest error at the
diagonal from ��� �� to �kx�N � ky�N�. The series expansion method with a WLSQ approximation
to cos �kr�x� gives the smallest errors with error peaks at the edges on the kx and ky axes.

In Table 8.4 the shortest accurate operator is given as function of the maximum angle of interest.
For small angles the original first order McClellan transformation in Chebyshev series gives al-
ready good results. For intermediate angles the second order McClellan scheme or the first order
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Operator 40 Hz Average
angle size method �� �a� �p ��� ��a� ��p

15 4x9 McC 1.7e-3 2.9e-3 1.5e-4 1.8e-3 2.0e-3 1.0e-4
30 5x9 McC 3.9e-3 2.0e-3 1.0e-3 3.1e-3 2.0e-3 5.4e-4
45 7x17 McC 5.2e-3 2.5e-3 3.3e-3 3.1e-3 2.0e-3 1.5e-3
60 10x9 Series 2.2e-3 2.3e-3 4.5e-3 3.4e-3 1.9e-3 3.0e-3
75 18x25 Series 6.9e-3 2.6e-3 2.6e-2 4.7e-3 1.9e-3 1.2e-2

Table 8.4 Optimum operators which are accurate up to a maximum angle of interest.

Hazra & Reddy factors are sufficient, for higher angles the series expansion with WLSQ opti-
mized series coefficients gives the best results. The Hazra & Reddy factors have a large �� for
the higher frequencies due to stretching of the operator. For the �
o angle a 5x5 approximation
to cos �kr�x� is needed.

8.5 Double series expansion

By using a double series expansion in kz, i.e. kz is expanded in terms of k�x � k�y�� k�r� (see
equation (8.39)) ,

kz � k
q
�� k�r � k ��� k�r

	
� �k�r�

�

�
� �k�r�

�

��
� 
 �k�r�

�

�	�
� � �k�r�

�

	
�
� O��k�r�

	

�

(8.39)

there is an extra advantage (Berkhout, 1982). The basic spatial convolution operators are re-
duced to the simple 1-D convolution operators: d��x� and d��y�. The terms of the series ex-
pansion can be derived from the Taylor series but this is not an optimum choice (Hoff, 1995).
The same expansion can also be regarded as an approximation to the cosine terms in equation
(8.23). So there are two different ways to look at the double series expansion

�F��kx� ky� � exp ��jkz�z� (8.40)

5 point d2(x) operator 7 point d2(x) operator

Fig. 8.12 Spectrum of two differentiation operator for 5 and 7 points. The maximum wavenumber of
interest is given by kmax �

����
����

� ����.
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�
MX
m��

amTm�cos �kr�� (8.41)

�
MX
m��

bmTm�kr� (8.42)

�
MX
m��

cmk
m
r (8.43)

where Tm is a Chebyshev polynomial of the m’th order. In subsection 8.5.1 equation (8.43) is
regarded with the series expansion scheme. In subsection 8.5.2 equation (8.42) is discussed with
the Chebyshev recursion scheme.

8.5.1 Expansion in k�x 	 k�y with L�-norm

The short spatial operator of k�x and k�y, i.e. d��x� and d��y�, are determined by a weighted least-
squares process. In Figure 8.12 two wavenumber spectra are shown for spatial convolution op-
erators, with operator lengths of 5 and 7 points, which represent the second order differentiation.
Note that for these short operators the approximation to the exact function within the band of in-
terest is within a reasonable error. The convolution scheme of this expansion is given in Figure
8.13 where d��x� y� stands for the spatial Laplacian operator d��x��d��y�. The factors �bm of the
series expansion in Figure 8.13 are obtained by a weighted least-squares optimization method
with respect to the wavenumber spectrum of the optimized k�x � k�y operator. The length of the
1-D convolution operators depends on the maximum wavenumber of interest (Hoff, 1995).

Hoff (1995) showed that the value of the coefficients in the series expansion grows rapidly with
increasing order. For the higher order terms values in the order of 1e19 are normal. This means
that after a certain number of terms the accuracy cannnot be improved any further.

The scheme proposed in this section is similar to that of Sollid and Arntsen (1994), but there
are some small differences; to obtain the series coefficients the whole wavenumber spectrum is
used while Sollid and Arntsen use only the diagonal ��� �� to �kx�N � ky�N�. For the least squares
optimization we use a (fast) WLSQ scheme while Sollid and Arntsen use a non-linear scheme
and finally the implementation is done in a series expansion and not in an Chebychev recursion
scheme.

Pi

Pi+1

d2(x,y)

+ + + +

b̂0 b̂2b̂1 b̂M�1 b̂M

d2(x,y) d2(x,y)

Fig. 8.13 Series expansion in terms of k�x 	 k�y � 
L. The d��x� y� boxes represent the two 1-D convo-
lutions with the optimized Laplacian operator, the �bm represent the optimized coefficients in
the series expansion.
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Fig. 8.14 Depth images of pulse responses obtained with the series expansion in k�x 	 k�y .with a ba-
sis operator with optimized operator lengths with 15 terms in the series expansion (example
provided by Jochum Hoff).

In Figure 8.14 the impulse responses is shown for a 3,5,7,9,11 combination with 15 coefficients.
The impulse response shows artefacts at the higher angles which are due to edge effects of the
used WLSQ method. In WLSQ design the edges of the domain of interest contain relative large
error peaks. It may therefore be better to use anL� norm in the design of the series coefficients.
In the next subsection this second approach, after Soubaras, with a Chebychev recursion scheme
is explained.

8.5.2 Expansion in k�x 	 k�y with L�-norm

Soubaras (1992) used the same type of expansion in k�x�k�y, but in his method the optimization
technique for both the terms in the series expansion and the convolution operators is the Remez
exchange algorithm with the L� norm. The advantage of the Chebyshev recursion scheme,
given in Figure 8.15 over the series expansion, which was discussed in the previous subsection,
is that the coefficients in the Chebyshev expansion are less sensitive to numerical errors. A dis-
advantage of the Chebyshev scheme are the increasing number of additions needed.

Optimization of the differentiation operators with the L� norm gives equiripple operators. Op-
timization of the series expansion terms with the L� norm can be done by reducing the poly-
nomial synthesis to symmetrical spectral synthesis with the aid of a simple transformation (Mc-
Clellan and Chan, 1977). In this transformation only the extreme values of the wavenumber
spectrum of the differentiation operator are used in the optimization and not, as with the L� op-
timization the whole spectrum of the differentiation operator. The transformation from polyno-
mials to spectral synthesis reduces the 2-D optimization problem to a 1-D optimization prob-
lem which can be solved with the Remez exchange algorithm in a fast way. In the extrapolation
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Fig. 8.15 Expansion in terms of k�x 	 k�y � 
L. The d��x� y� boxes represent the two 1-D convolu-
tions with the optimized L operator, the Bm represent the optimized coefficients in the series
expansion.

scheme the differentiation operator remains the same for all frequencies. However, the terms in
the series expansion are calculated for every frequency.
In Figure 8.16 one impulse response is shown for a 7+7 point operator with 15 terms in the ex-
pansion. The impulse response has a circular response with only small artefacts at the lower
wavenumbers.
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Fig. 8.16 Depth images of impulse response obtained with the series expansion in k�x 	 k�y with L�
optimization; a 7 point 1D convolution operator with 15 terms in the Chebyshev expansion.

8.5.3 Error analysis

In Table 8.5 the errors are given for the series expansion in k�x�k
�

y implemented in a direct recur-
sion scheme with L� optimization and the Chebyshev recursion scheme with L� optimization.
From the results in the Table the following remarks can be made;
(1) In both optimization methods the number of terms is less essential to the accuracy than the
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size 5 Hz 20 Hz 40 Hz
Direct �� �a� �p �� �a� �p �� �a� �p

10x(3,5,7) 5.8e-3 1.9e-3 1.8e-3 3.2e-3 3.7e-3 4.6e-3 3.4e-3 3.4e-3 6.4e-3
12x(3,5,7) 6.1e-3 2.8e-3 1.9e-3 3.0e-3 3.2e-3 4.1e-3 3.1e-3 3.4e-3 5.1e-3
15x(3,5,7) 6.1e-3 3.5e-3 1.9e-3 2.4e-3 3.2e-3 3.3e-3 3.0e-3 3.9e-3 4.8e-3

Chebyshev 5 Hz 20 Hz 40 Hz
10x(7+7) 4.0e-2 3.7e-3 2.3e-3 7.1e-3 3.0e-3 4.5e-3 4.3e-3 1.9e-3 6.5e-3
12x(7+7) 4.0e-2 7.6e-3 2.1e-3 7.1e-3 5.0e-3 4.4e-3 4.1e-3 4.9e-3 5.8e-3
15x(7+7) 4.0e-2 1.2e-2 2.4e-3 6.8e-3 5.8e-3 3.4e-3 4.1e-3 6.5e-3 5.0e-3

Table 8.5 Errors in the extrapolation operators for the direct series expansion in k�x	k�y and a Cheby-
shev recursion scheme in k�x 	 k�y . The maximum angle of interest is ��o.

length of the d� operator. Increasing the number of terms improves the result only a little, while
increasing the length of the d� operator gives a significant improvement on the result.
(2) The artefacts present in the impulse response with the series expansion scheme are due to
instabilities at the higher angles. This effect is due to the use of theL� norm optimization (Hoff,
1995). In the L� norm optimization unstable error peaks are not likely to occur. The artefacts
in the L� optimization can be removed with an additional optimization step.
(3) Although the �� errors for the lower frequencies in theL� norm optimization are larger than
the errors in the L� norm optimization the impulse response contains less artefacts. However,
the amplitude of the spatial impulse repsonse in the L� norm optimization is less accurate.

In Table 8.6 the shortest accurate operator in L� optimization is given as function of the maxi-
mum angle of interest. The �� error is the most sensitive error in the L� optimization. For �
o

and ��o angle the same number of terms must be used, a lower number of terms leads to unac-
ceptable �� errors for the low and middle frequencies. The optimum operator size can be found
by trying to make the �� as small as possible by choosing the number of terms high. The opti-
mum number of terms is then found by lowering the number of terms until the �� is changing
significant. The high average errors are due to the high errors at 5 Hz. For a maximum angle of
�
o it is not possible to obtain stable operators for reasonable operator sizes.

Operator 20 Hz Average
angle size �� �a� �p ��� ��a� ��p

15 5x(7+7) 8.6e-3 5.1e-3 1.7e-4 9.6e-3 9.7e-3 5.0e-4
30 5x(7+7) 3.0e-3 1.9e-3 3.9e-3 1.2e-2 6.1e-3 3.7e-3
45 7x(7+7) 5.0e-3 4.5e-3 2.0e-3 1.5e-2 5.8e-3 1.0e-2
60 9x(7+7) 8.3e-3 1.8e-3 6.3e-2 1.7e-2 2.3e-3 4.0e-2

Table 8.6 Optimum operators which are accurate up to a maximum angle of interest.



8 – 26 Chapter 8: 3-D recursive extrapolation operators

8.6 Computation times

The computation times of the different 3-D extrapolation methods in the space-frequency do-
main discussed in this chapter are given in table 8.7. The given time represent 55 recursive depth
steps for one frequency (20 Hz.) with c � ����ms����x � �y � �z � ��m on a x,y grid of
������� samples wide. All routines which are used are written in C and Fortran and are trans-
lated with the same type of compiler options without using options for parallel computation (see
Table 8.8). However, parallel processing is easily implemented on the main frequency loop in
the extrapolation algorithm. On the Convex (C-220) the -O2 option is used for vectorization of

Direct McClellan 1 McClellan 2
Machine 19x19 25x25 31x31 10x9 13x9 16x9 10x17 13x17 16x17

SUN C 63.5 104.6 157.3 24.5 31.1 38.7 33.4 44.8 55.3
SUN F 52.6 88.0 144.8 20.3 27.0 31.7 28.8 39.0 47.8

Convex F 34.7 61.9 85.9 12.4 17.4 21.6 21.1 27.6 33.5
DEC C 28.3 46.9 71.6 9.4 13.7 15.7 13.4 17.8 21.5
DEC F 11.5 19.9 28.0 5.6 7.2 8.8 6.7 8.6 10.5
HP C 18.6 30.0 44.7 10.0 13.2 16.5 20.5 23.5 27.7
HP F 6.8 10.6 15.1 6.6 8.6 10.6 19.2 20.8 24.5

McClellan 2+ cos �kr�x� �� cos �kr�x� �	

Machine 10x25 13x25 16x25 10x9 13x9 16x9 10x25 13x25 16x25

SUN C 41.9 55.0 67.2 18.0 23.5 29.2 35.0 45.9 59.9
SUN F 36.8 48.0 58.3 16.8 21.1 25.7 32.6 42.9 54.3

Convex F 33.4 45.5 54.1 11.6 16.2 18.5 34.0 42.3 53.9
DEC C 14.6 18.5 24.3 7.0 9.3 10.8 12.1 15.6 19.2
DEC F 7.5 9.6 11.8 4.4 5.6 6.7 6.2 7.9 9.6
HP C 23.3 26.4 30.4 7.9 10.3 12.3 13.4 17.0 20.8
HP F 15.1 18.2 22.0 4.0 5.1 6.2 12.2 14.6 17.4

kz k�x � k�y L� k�x � k�y L�

Machine 10x(5x5) 15x(5x5) 10x(7x7) 12x5 12x7 15x7 12x5 12x7 15x7

SUN C 36.3 54.3 61.2 25.7 32.8 41.2 33.4 41.9 51.7
SUN F 33.2 49.0 57.2 21.2 26.2 35.5 27.9 32.0 39.9

Convex F 31.5 49.6 71.1 15.1 19.7 24.3 19.0 24.2 30.0
DEC C 11.8 17.6 26.3 8.6 9.6 11.9 13.6 15.2 19.2
DEC F 6.2 9.1 8.5 5.6 5.6 6.8 7.0 7.7 9.8
HP C 12.8 18.8 18.5 15.9 21.4 27.4 14.6 18.1 22.3
HP F 9.5 14.7 20.1 13.5 20.0 25.3 11.8 15.8 18.3

Table 8.7 2-D convolution computation time (in seconds) for one frequency on different machines for
different operator sizes and extrapolation methods.
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the loops. It was not possible to vectorize the C-code with specific compiler directives, there-
fore the convolution schemes were written in Fortran code which vectorizes well. Note that the
Fortran compilers are better in optimization than the C compilers.
In the direct implementation of the 2-D convolution the even symmetry in the convolution op-
erator is used. This implementation is designed to work fast on a Vector computer. In the imple-
mentation of the McClellan transformation and the kz expansion the circular symmetry in the
basis operators is used by first adding the common terms to each other and then multiplication
with the appropriate operator point. This reduces the number of multiplications with a factor 8
in comparison with a full convolution. The computation times given in Table 8.7 are real-time
computation times measured during the calculation. The time needed to calculate the operators
is not included in this time.

Due to the use of the even symmetry in the operator the computation time for the direct convolu-
tion is a real challenge for the other methods (Note that the direct scheme can be made even faster
when �x � �y and the circular symmetry is used). The first and second order McClellan im-
plementations and the series expansion in cos �kr�x� are the fastest algorithms on all machines.
The series expansion in kz and in k�x � k�y are comparable with the McClellan transformation.
The difference between the k�x � k�y expansion in L� and L� is that in the L� scheme the direct
series expansion is used and for theL� the Chebyshev recursion scheme is used. From the table
it is clear that the hardware design of the computer system can be optimum for some specific
implementation. For example the HP has a good performance on the direct scheme and less on
the McClellan schemes. The DEC has a good performance on all expansion schemes.
Which scheme is preferred depends also on the desired accuracy of the result. If one uses the
extrapolation only to get a first idea of the subsurface, or to estimate the macro model, a first or-
der McClellan can be used. For a higher accuracy the direct convolution or a series expansion
method with a high number of terms can be used.

Machine type RAM bits C F C-opt F-opt

SUN 10/514 256 32 gcc f77 -O2 -O2
Convex C-220 256 32 cc fc -O2 -O2

DEC 3000-500 96 64 cc f77 -O2 -O3
HP 9000-735 144 32 cc fort77 +O4 +O4

Table 8.8 Specification for the used machines. Note that the optimization is done for one CPU and
parallel processing is not used.

In Table 8.8 a detailed specification for the different machines is given. On the SUN the gcc
compiler is used because it produces faster code than the standard cc compiler delivered by
SUN. Note that for the optimization options only the most common used options are chosen,
it may therefore be possible that by choosing another option the scheme will perform better as
described in this section (suggestions for better options are welcome).
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8.7 Discussion and Conclusions

The 3-D extrapolation algorithm that is used in recursive depth migration can be implemented in
several ways. In this Chapter the direct method, the McClellan transformation and two series ex-
pansion methods have been discussed. For the direct method a 2-Dimensional convolution op-
erator is needed. The proposed weighted least-squares optimization method is an efficient pro-
cedure which gives stable and accurate convolution operators (Thorbecke and Rietveld, 1994).
This method can be further improved by a second optimization step; for example, the Lawson
algorithm (Rice and Usow, 1968), which will adjust the weight function in such a way that af-
ter several steps it will converge to a Chebyshev-norm solution; see for example Algazi et al.
(1986).

The McClellan scheme, which makes use of the 1-D optimized operator coefficients, is attrac-
tive with respect to the computation effort and by using optimized McClellan factors the accu-
racy for the higher angles can be improved significantly without much effort. Using a series
expansion of the phase shift operator also reduces the computation time in comparison with a
direct 2-Dimensional convolution. These different approaches to the phase shift operator can
be summarized in the following equations

�F��kx� ky� � exp ��jkz�z� (8.44)

�
MX
m��

NX
n��

Fmn cos �kxm�x� cos �kyn�y� (8.45)

�F��kx� ky� �
MX
m��

FmTm�cos �
q
k�x � k�y�x�� (8.46)

�
MX
m��

am cosm �
q
k�x � k�y�x� (8.47)
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m��

BmTm�k
�

x � k�y� (8.48)
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m��

bm�k
�

x � k�y�
m (8.49)
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m��

CmTm�kz� (8.50)
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m
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with

cos �
q
k�x � k�y� �

PX
p��

QX
q��

cpq cos �pkx� cos �qky� (8.52)

cos �
q
k�x � k�y� � a� � b�

q
k�x � k�y� (8.53)

Equation (8.45) represents the direct method, equation (8.46) combined with equation (8.52)
is the McClellan approach with the Chebyshev recursion scheme. Equation (8.47) is the series
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expansion in cos �kr�x� with a dependent optimization between the series coefficients and the
approximation to cos �kr�x�. Equation (8.48) with equation (8.53) is the expansion in k�x � k�y
with the Chebyshev recursion scheme. Equation (8.49) is the series expansion in k�x � k�y; the
use of this series expansion in recursive migration was already proposed by Berkhout (1982).
Equation (8.50) represents the expansion in kz in a Chebychev recursion scheme and Equation
(8.50) the series expansion in kz.

From an efficiency point of view the expansion in k�x � k�y (8.49) and the use of the McClellan
transformation (8.46) are the two most interesting schemes. An extra advantage of the expan-
sion in k�x � k�y is that short 1-Dimensional convolution operators can be used. A disadvantage
of these schemes is that it is not possible to write the algorithms in a computer ’friendly’ way
due to the recursive structure in the scheme. This fact is displayed in the computation times
given in section 8.6. The most accurate extrapolation is the direct convolution scheme. An-
other advantage of the direct scheme is that the algorithm can be designed in an efficient way.
A disadvantage of the direct scheme is the intensive computation of the 2-D convolution oper-
ators.

The approximation to cos �kr�x� can be done with many different methods. Crucial in the per-
formance of the extrapolation operator is that the coefficients in the expansion (Chebyshev or
series) are optimized by using the approximation to cos �kr�x�.

Method accuracy stable circ operator simple vector scalar

Direct ++ + ++ - ++ + +
McC1 o ++ o + o + ++
McC2 o ++ o + o + ++

McC2+ + + + + - + +
cos �kr�x� +/++ + ++ o + + ++

kz - o o o + - o
k�x � k�y L� o o + + o o +
k�x � k�y L� o + + ++ - o +

Table 8.9 Comparison of the different extrapolation methods with respect to computation effort and
stability. Note that in the McClellan schemes the optimized McClellan factors are used.

A more detailed overview of the pros and cons of the different methods is given in Table 8.9.
In this table the different columns have the following meaning:

 accuracy: the average �� error over the whole frequency range.

 stable: the stability of the method over the whole frequency range for all wavenumbers (�a�
error). A o means that some wavenumber components can become unstable.

 circ: the circularity of the impulse response (�p error). The McClellan in Chebychev expan-
sion and the kz scheme have problems with the circulariry.

 operator: the effort to compute all the coefficients which are needed in the convolution scheme.
For example in the direct method a 2-D convolution operator must computed, in the McClellan
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scheme a 1-D convolution operator and the (optimized) McClellan factors are needed. In the
table ++ means a minimum computation effort to compute the coefficients. Note that the oper-
ator coefficients can be calculated in advance and stored in an operator table.

 simple: the simplicity of the implementation of the convolution. The recursive schemes re-
quire more complex algorithms, so the compilers have to be good in optimization to make these
schemes fast. In the recursive schemes it is difficult to make the program faster by changing
the algorithm in a more computer ’friendly’ way. A direct convolution requires more multipli-
cations and additions but the algorithm can be made very efficient. This fact explains the fast
computation time of the direct scheme in comparison with the other schemes (see section 8.6).

 vector: the performance of the scheme on a vector computer. The direct scheme is the only
scheme which can be implemented in a vector efficient way.

 scalar: the performance of the scheme on a modern scalar computer. Note that some scalar
computers may have an architecture which can be more advantageous for some implementa-
tions.

In conclusion taking into account the computation time of the different methods, the simplicity
of the algorithms and most important the accuracy of the result then the direct method (8.45)
is the best method for 3D extrapolation. The 2-D convolution operators should be stored in an
efficient way, by using the even symmetry of the operator (one octant need be stored only), in an
operator table that can be calculated in advance. Note that our algorithm of the direct scheme
can be made faster by also taking the circular symmetry (if �x � �y) of the operator into
account.

If a series expansion version is used we prefer the expansion in cos �kr�x� (8.47). It is our
opinion that Chebychev recursion is not an advantage.
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