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[1] The successful surface waves retrieval in solid-Earth seismology using long-time
correlations and subsequent tomographic images of the crust have sparked interest in
extraction of subsurface information from noise in the exploration seismology.
Subsurface information in exploration seismology is usually derived from body-wave
reflections > 1 Hz, which is challenging for utilization of ambient noise. We use 11 h of
noise recorded in the Sirte basin, Libya. First, we study the characteristics of the noise.
We show that the bulk of the noise is composed of surface waves at frequencies below
6 Hz. Some noise panels contain nearly vertically traveling events. We further
characterize these events using a beamforming algorithm. From the beamforming, we
conclude that these events represent body-wave arrivals with a fairly rich azimuthal
distribution. Having body-wave arrivals in the noise is a prerequisite for body-wave
reflections retrieval. We crosscorrelate and sum the recorded ambient-noise panels to
retrieve common-source gathers, following two approaches—using all the noise and
using only noise panels containing body-wave arrivals likely to contribute to the
reflections retrieval. Comparing the retrieved gathers with active seismic data, we show
that the two-way traveltimes at short offsets of several retrieved events coincide with
those of reflections in the active data and thus correspond to apexes of reflections. We
then compare retrieved stacked sections of the subsurface from both approaches with the
active-data stacked section and show that the reflectors are consistent along a line. The
results from the second approach exhibit the reflectors better.
Citation: Draganov, D., X. Campman, J. Thorbecke, A. Verdel, and K. Wapenaar (2013), Seismic exploration-scale velocities
and structure from ambient seismic noise (> 1 Hz), J. Geophys. Res. Solid Earth, 118, 4345–4360, doi:10.1002/jgrb.50339.

1. Introduction
[2] Ambient-noise seismic interferometry (ANSI) is a

recently developed method that allows extraction (retrieval)
of the Green’s function between two receivers from seismic
noise, as if one of them were a virtual source. Wapenaar
and Fokkema [2006] and van Manen et al. [2006] show that
the exact Green’s function can be obtained from a sum of
crosscorrelations of the traces at the receivers due to individ-
ual monopole and dipole sources, provided that the receivers
are completely surrounded by a dense, homogeneous source
distribution. Hence, the successful extraction of the rele-
vant part of the Green’s function from ambient noise relies
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entirely on the characteristics and distribution of the noise
sources. Unfortunately, in practice, the strong assumptions
on the noise sources are not easily met.

[3] Till now, ANSI is mainly applied to noise recordings
in the frequency band of the secondary microseism approxi-
mately between 0.1 and 0.4 Hz. [e.g., Shapiro and Campillo,
2004; Sabra et al., 2005; Yang et al., 2007]. One reason
is that the secondary microseism usually dominates noise
recordings. The abundant availability of data from regional
and local seismic networks and the increased resolution of
tomographic images of the crust afforded by surface wave
ANSI has produced a spectacular uptake of this method in
the solid-Earth seismology community [e.g., Shapiro and
Campillo, 2004; Yao et al., 2006, Harmon et al., 2008; Lin
et al., 2008; Yang et al., 2007].

[4] In the exploration community, Claerbout [1968]
proposed to use autocorrelation [and later crosscorrelation,
see Rickett and Claerbout, 1996] with noise for retriev-
ing the reflection response. Claerbout’s idea has been used
in global seismology [see, e.g, Scherbaum, 1987; Kawase
et al., 2011], but only a few studies have focused on
ANSI for seismic exploration [e.g., Baskir and Weller, 1975;
Draganov et al., 2007, 2009; Nakata et al., 2011; Xu et al.,
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2012]. A reason for the limited application of ANSI in seis-
mic exploration is the lack of data. Another reason is that to
retrieve Green’s functions relevant for the traditional explo-
ration purposes, the noise must include body-wave energy
and have a bandwidth relevant for exploration (> 1 Hz).
Probably the most significant problem in the application
of ANSI to the exploration scale is the lack of under-
standing of the properties of the body-wave noise in this
frequency range.

[5] Body-wave phases have been detected in the noise
also at frequencies > 1 Hz [e.g., Toksöz and Lacoss,
1968; Zhang et al., 2009; Koper et al., 2010]. These high-
frequency body waves originate from local or regional
sources and may propagate as crustal P wave phases such
as Pn, PmP, or Pg (see Kulhánek [2002] for a description
of these phases and their velocities). Of course, S wave
phases can also be recorded, but since in exploration seis-
mics mainly vertical-particle-velocity geophones are used
and small slownesses are of interest, the S phases are not
likely to interfere.

[6] As can be expected in practical applications, the
retrieval of body waves has proven more difficult than the
retrieval of surface waves. The amplitude decay with dis-
tance of surface waves is smaller than that of body waves,
and so in the recorded noise, the surface waves normally
completely dominate. As stated above, there is evidence
that in certain frequency bands, body waves are abundant
or even dominant. Correlating recorded noise in such fre-
quency bands allows retrieval of body waves. For example,
Roux et al. [2005] and Gerstoft et al. [2008] retrieved diving
P waves in the band of the double-frequency microseis-
mic peak. More recently, Ruigrok et al. [2011] correlated
ambient seismic noise recorded in Egypt to retrieve (Moho)
reflected waves for frequencies between 0.03 and 1 Hz. Zhan
et al. [2010] retrieved Moho-reflected S wave phases (SmS)
between 0.1 and 1 Hz using stations near the critical distance
for the retrieved phase, because at such distances, the SmS
phase becomes comparable in amplitude to the amplitudes
of surface waves.

[7] At frequencies > 1 Hz, surface waves due to surface
processes become dominant. To retrieve body waves in this
case, one would need to suppress the surface waves. Lim-
iting the presence of anthropogenic surface waves by using
ambient noise recorded during the night hours in a desert
area, Draganov et al. [2007] retrieved reflection arrivals
between 2 and 10 Hz. Draganov et al. [2009] showed pre-
liminary results of retrieval of reflection arrivals between 6
and 24 Hz by advantageously using patterns of geophones
that suppressed the dominant surface waves above 5 Hz
in the field. However, body-wave extraction at frequencies
> 1 Hz remains a challenge. There is also the question what
mechanisms contribute direct and reflected body waves to
the ambient noise. The local and regional phases, such as
the diving P wave (Pg) and P wave reflected from the Moho
(PmP), could contribute to retrieval of reflected P waves.
Another contribution could come from reflected waves due
to sources at or very close to the surface. Seismic exploration
geometries generally have relatively short source-receiver
offsets (< 10 km) to maximize the amount of reflection
energy recorded. Hence, surface noise sources should be
located at relatively short offsets from the receivers in order
to extract reflection data from depths shallower than, say,

5 km which is approximately the range of interest for
hydrocarbon exploration.

[8] In this paper, we present an overview of our efforts
to apply ANSI on the scale of exploration seismics. We
start with a short review of the theory of ANSI. We then
describe the survey area and the recording parameters of
the survey geometry. After that, we present a study of
the characteristics of the noise to assess its usefulness for
body-wave ANSI. Then, we discuss the processing involved
in extracting the reflected-wave part of the Green’s func-
tion. To obtain the body-wave responses, we follow two
approaches: (1) following Draganov et al. [2009], we cor-
relate and sum all recorded noise and determine whether
we observe body-wave reflections in the results, and (2)
we apply ANSI only to noise panels containing identified
body-wave arrivals [Draganov, 2007] after characterizing
the slowness of the arrivals, as such knowledge might
enhance the signal-to-noise ratio of the retrieved reflections
(see Ruigrok et al. [2011] for a more extensive discussion of
this procedure). We judge the success of the two approaches
by a characteristic of the reflections—hyperbolic traveltime
difference between two offsets, and by direct comparison
with active shot records where available. In the end, we
describe the utilization of the retrieved results from ANSI
from both approaches for extraction of velocity informa-
tion of the subsurface and for obtaining an image of the
subsurface structure.

2. Method
[9] Retrieval of the Green’s function between two points

from ambient seismic noise is achieved using the relation
[Wapenaar, 2004]

˚
Gp,q(xA, xB, t) + Gp,q (xA, xB, –t)

�
� F (t)

�

NX

i

�i
p (xA, –t) � �i

q (xB, t) . (1)

The right-hand side of the relation denotes the convolu-
tion (the asterisk sign) of time-advanced and time-retarded
observations, that is, it represents crosscorrelation. The
observations denote particle velocities � i

p(xA, t) and �i
q(xB, t)

at points A and B (x stands for the coordinate vector),
measured in the xp and xq directions, respectively, while the
superscript i denotes the number of the consecutive obser-
vation (noise panel). In the left-hand side, we have Green’s
function, in terms of particle velocity, measured in the xp
direction at point A due to an impulsive force in the xq direc-
tion at point B. Relation (1) states that the superposition of
the Green’s function and its time-reversed version between
two points can be retrieved from the crosscorrelation and
summation of N noise panels. Note that the so-obtained
Green’s functions are filtered by the autocorrelation F(t)
of the source function. The relation between the two sides
is approximate as several assumptions have been made in
the derivation: the measurements are in the far field of the
sources; the medium parameters around the noise-source
boundary are smoothly varying. When these assumptions are
not met, the retrieved Green’s functions will have ampli-
tude errors [Wapenaar and Fokkema, 2006]. In the original
formulation, an ensemble average is taken of the crosscor-
relations in the right-hand side of equation (1). In practice,
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Figure 1. (left) Approximate location of the survey area near the town of Ajdabiya, Libya. (middle)
Recording geometry with each of the eight lines consisting of around 400 receiver stations. The fat black
line indicates a road. The colored parts of the lines indicate the receiver stations used in a line analysis of
the noise (green and red with 70 and 100 stations each, respectively) and in an areal analysis of the noise
(blue with 100 stations per line). (right) Each receiver station is represented by a pattern of 48 geophones.

the averaging is performed over different time intervals and
the ensemble average is replaced by summation.

[10] The theory requires that the noise sources, primary
or secondary (for example, due to scattering), illuminate
the observation points with equal strength from all direc-
tions, meaning that the noise field should be equipartitioned.
Furthermore, it also requires sufficient density of uncorre-
lated noise sources (at least two sources per wavelength for a
general inhomogeneous medium). When the two mentioned
conditions are not fulfilled, phase errors [Froment et al.,
2010] and nonphysical arrivals [Snieder et al., 2006] will be
introduced in the retrieved results.

[11] In field applications for retrieval of body-wave reflec-
tions, these requirements on the noise sources are almost
never met. The noise sources that would contribute to reflec-
tion retrieval will be illuminating the recording stations from
limited directions and will be irregularly distributed in space
and time. On the other hand, the sources of surface wave
noise will be more frequently active and will more easily
result in an equipartitioned field. This means that corre-
lating and summing all recorded noise panels will most
likely retrieve the surface waves as dominant arrivals, while
retrieved reflections will be drowned under the retrieved sur-
face waves. For this reason, we also apply ANSI relation (1)
only to noise panels that contain body-wave arrivals. Roux
et al. [2005], for example, shows that the main contribution
to the extracted Green’s function comes from points that lie
in a stationary-phase region for the integrand of the corre-
lation summation. In physical terms, it means that the noise
source should lie on (or close to) a line connecting the
receivers (for direct waves) or in a region where it produces
a specular reflection between the two relevant receivers
(for reflections). Thus, using for ANSI only noise pan-
els that have body-wave arrivals would lower the chances
of capturing sources that contribute to retrieval of surface
wave, while the main noise-source contributions for reflec-
tion retrieval would still be kept. The resulting retrieved
surface waves would be suppressed and the retrieved reflec-
tions would be relatively stronger. Furthermore, using only
selected parts of the noise would allow separate handling

after crosscorrelation and before summation to those of
the correlated noise panels. Such processing could include
removal of the autocorrelation of the source function and
summation of the retrieved positive and negative parts of the
correlation result per noise panel. Ruigrok et al. [2011] apply
such an approach for retrieval of P wave reflections in the
frequency band between 0.4 and 1 Hz.

3. Survey Area and Recording Parameters
3.1. Survey Area

[12] In September 2007, Shell recorded approximately
11 h of ambient seismic noise during one night and during a
3-D seismic-exploration campaign in the Eastern part of the
Sirte Basin near the town of Ajdabiya in Libya (Figure 1).

[13] Libya is generally not considered an active seismic
area although several large earthquakes have occurred in the
past. The most active part is the eastern flank of the Hun
graben in the western part of the Sirte Basin. The eastern
part of the basin is quieter with no activity in the basin itself
[Suleiman and Doser, 1995]. The Cyrenaica platform, to the
NE of the survey area, is also an area of recent seismicity.
Not much is known (at least to the authors) about the specific
characteristics of the ambient seismic noise in Libya, since
only few seismometers have been deployed in the past.

[14] The proximity of Libya to the Mediterranean sea sug-
gests that noise induced by storms on the Mediterranean
may also contribute to the ambient seismic-noise environ-
ment (see Ruigrok et al. [2011] for example). Such noise
sources could generate low-frequency crustal phases such
as Lg (note that we are interested in higher frequencies),
but also body-wave phases with higher frequencies [Zhang
et al., 2009; Koper et al., 2010].

3.2. Recording Equipment and Geometry
[15] The recording geometry is shown in the middle and

right pictures in Figure 1. A fairly busy blacktop road
(the black line) cuts almost perpendicularly through the
receiver lines. The receiver spread consists of eight parallel
lines with 500 m spacing between them. Each line consists
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of approximately 400 receiver stations, the number varied
slightly per line, with spacing �x = 50 m. Each receiver
station consists of 48 geophones in a staggered pattern of
50 � 50 m2 with inline geophone spacing of dx = 6.25 m
and crossline spacing of dy = 8.3 m. The signals from the 48
geophones are summed in the field to form a single output
at the location of the receiver station. Hence, the pattern acts
as a resampling operator from the pattern interval dx to the
station interval �x. In current seismic-exploration practice,
these patterns are also designed to act as anti-alias filters for
both the noise and the signal [Vermeer, 1990].

[16] The sensors used in this survey are standard 10 Hz
vertical-component geophones that are sensitive to particle
velocity. Data were acquired on a Sercel 428 recorder with
data being recorded continuously and written in 47 s records
(the maximum length allowed by the Society of Exploration
Geophysicists Y format of the files with 4 ms sampling).

[17] The equipment used in this experiment does not
allow a full characterization of the ambient noise below a
few Hz. Because of this, we have not attempted to quan-
tify the noise in terms of absolute velocities to compare
them with the standard noise models [Peterson, 1993]. The
response of a standard 10 Hz geophone is usually not ade-
quate to record very low-amplitude, low-frequency signals
because of its relatively low sensitivity and the 12 dB/Oct
decay below 10 Hz.

[18] Nevertheless, the output from the receiver stations
show a strong response down to about 1 Hz. This could
be attributed to the fact that the signals from the 48 geo-
phones from the pattern in each station are summed, thereby
boosting coherent parts of the wavefield with low wave
numbers while suppressing incoherent parts between the 48
sensors. Since these coherent parts consist mainly of the low-
frequency part of the strong surface wave noise from the
road, this noise dominates our records, notwithstanding the
low-frequency characteristics of the 10 Hz geophones.

4. Noise Analysis
4.1. Geophone Pattern, Line Array, and Areal Array

[19] To characterize the noise, we use power spectral
density (PSD) and frequency–wave number (FK) power
spectral density analysis. The latter provides insight in the
propagation velocities of the noise, the propagation direc-
tions, and the phase composition of the noise wavefield.
Noise properties and sources generally vary in and between
different frequency bands, so we cannot expect to deter-
mine all propagation modes in all slowness ranges for all
frequencies of interest. As discussed, a frequency of about
1 Hz is the low limit determined by the geophone response.
However, the recording geometry does offer some flexibility.

[20] On the smallest scale, the geophone patterns actu-
ally constitute arrays and we take advantage of their anti-
alias properties. Figure 2 shows the inline pattern-slowness
response as a function of frequency. The horizontal slow-
ness p is defined as p = sin�

c , where � is the inclination
of the event with respect to the vertical and c is the prop-
agation velocity. We observe that at small slownesses, all
frequencies are passed, but that at higher slownesses, only
low frequencies are passed such as to prevent aliasing.
Effectively, this means that high-frequency, low-velocity
surface waves are suppressed by the patterns. The fact that
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Figure 2. The slowness response of the geophone patterns
in the direction parallel to the receiver lines.

low-frequency surface waves are passed by the array did not
cause any problems in the active-source survey, as the used
active sources (seismic vibrators) only excited energy above
5 Hz.

[21] For an intermediate-scale analysis, we use line L4 of
the survey (see middle picture in Figure 1) also as an array
with a pattern sampling of �x = 50. Because the wavefield
propagates in two dimensions along the surface, this array
could cause ambiguities in the analysis. However, careful
interpretation still yields useful information.

[22] On the largest scale, we consider the eight parallel
lines as one areal array with an inline spacing of �x = 50 m
and a crossline spacing of �y = 500 m. While the geophone
patterns ensure alias-free (surface) waves in the inline direc-
tion, the crossline sampling interval would result in strong
aliasing in the FK response of the low-frequency surface
waves that are passed by the geophone patterns. This can be
overcome by limiting the slowness and/or frequency range
in determining the FK spectrum. We use the areal array for
FK analysis using a frequency-domain beamforming (FDB)
algorithm [Lacoss et al., 1969] when analyzing possible
body-wave energy in the recorded noise.

[23] We limit the inline aperture of both the line and
the areal arrays. Array analysis does assume some degree
of space stationarity of the noise [Capon, 1969; Aki and
Richards, 1980]. From the PSD analysis, it will become clear
that this assumption is met approximately only if the area
around the road is excluded from the analysis. An additional
advantage of excluding that area is that we can consider the
noise emitted by cars on the road as plane waves.

4.2. Power Spectral Densities
[24] Noise at higher frequencies is usually attributed to

human activities, local meteorological conditions, such as
wind or rain, but also to natural noise like geothermal
sources [Bnefoy-Claudet et al., 2006; Asten and Henstridge,
1984; Okada, 2003; Wilson et al., 2002]. Because the major-
ity of the noise sources are at the Earth’s surface, they
generate predominantly surface waves. In our case, the
road is a cause of strong surface wave noise observed in
the records. Figure 3a shows the PSD estimates for all
traces along line L4, which is in the middle of the survey
area. These spectra are calculated using Welch’s method
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Figure 3. (a) Estimate of the power spectral density of approximately 2 h of noise at every receiver
station along line L4, see Figure 1 (middle). (b) Power spectral density as a function of time for station
21 on line L4 (at 1 km from the line’s beginning).

[e.g., Kay, 1969]. We use approximately 2 h of noise panels
with 50% overlap. Most of the noise is concentrated below
about 6 Hz. The road can be identified by the increase in
amplitude of the noise, which is evident especially at the fre-
quencies up to about 20 Hz around 14 km along the line.
The power at frequencies between 20 and 5 Hz then quickly
drops away from the road due to the higher attenuation at
these frequencies.

[25] Figure 3b shows the PSD as a function of time for
station 21 along line L4 (at about 1 km from the line’s
beginning). We calculate PSDs from each noise panel with-
out overlap. Then they are averaged in a window of 6 min.
We do this for almost 10 h of recording. We observe that the
noise below 6 Hz is continuously generated, but the power
decreases after about 5 h into the recording and increases
again after 9 h. The quieter interval corresponds to the
nighttime between 23:00 and 03:00 local time.

4.3. Body-Wave Noise
[26] To retrieve body-wave reflections from ANSI, body-

wave arrivals should be present in the recorded noise.
Because of this, we examine the noise for body-wave
arrivals and then analyze whether utilization of only selected
noise panels with body waves in them could contribute to
the retrieval of the reflected-wave part of the Green’s func-
tion. Part of the noise analysis consists of visual inspection
of the nearly 900 noise panels. Figure 4a shows a part of
a noise panel as recorded by the receiver stations along the
red-marked part of line L4 in Figure 1. In it, we can see
the dominant surface waves originating from the road. Such
arrivals are representative of the continuous noise. Figure 4b
shows the same part of the noise panel after application of
a low-cut filter with a cutoff at 6 Hz to suppress the main
surface wave noise. Apart from some remaining (aliased)
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Figure 4. (a) Part of a noise panel without filtering. (b) Part of a filtered noise panel without any
noticeable events. We call this continuous noise. (c) Part of a filtered noise panel showing coherently
aligned, almost vertically traveling energy. We call this “event.” Events occur intermittently. Sometimes
they last for several minutes.
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(a) (b)

Figure 5. (a) Frequency–wave number power spectrum between 0 and 10 Hz of panel 858 (a part of
which is shown in Figure 4c) along the red-marked part of line L4. The dashed magenta line corresponds
to the lowest surface wave velocity (approximately 500 m/s). The dashed black line corresponds to
the lowest velocity (highest ray-parameter) used for beamforming. The white lines correspond to the
horizontal velocity of the event picked from the beam in Figure 5b. The dashed red lines delimit the
velocities for retrieval of reflections. (b) Wave number spectrum (summed over frequency bins from 5
to 10 Hz) determined using panel 858 (from Figure 4c). The horizontal velocity corresponding to the
dominant slowness is 8333 m/s and the estimated azimuth is 12ı.

surface wave noise (the inclined events), there does not
appear to be any other coherently aligned energy. To extract
reflections, we need (nearly) vertically traveling events and
we identify them using visual inspection. Figure 4c shows
part of a band-pass filtered noise panel (panel 858) with such
an event. To further characterize these events, we estimate
their slowness spectra using the FDB algorithm.

[27] For parts of the wavefield characterized by small
slownesses, such as body waves, the areal array produces a
reliable wave number spectrum. In order not to be biased too
much by the array geometry, in the following, we only con-
sider the areal array indicated by the fat blue lines in Figure 1
after downsampling it in the inline direction to �x = 200 m.

[28] The FDB output is a function of frequency and two
horizontal wave number components (kx and ky). We dis-
play it for a sum of frequency bins as a wave number
spectrum parameterized with the horizontal slowness or ray
parameter p and a back azimuth '. Since the wave number
vector k = !

chor
(cos', sin'), where ! is the radial fre-

quency and chor is the horizontal velocity, the horizontal
slowness is proportional to the magnitude of k, while the
back azimuth determines the direction of k [see also Rost
and Thomas, 2002]. The horizontal velocity chor is defined
as chor = c

sin� .
[29] In order to gain the most complete understanding

of the noise wavefield, we first show in Figure 5a the FK
spectrum of noise panel 858 determined along line L4. It
shows frequency as a function of the apparent wave number
kapp = !

capp
, where capp = chor

sin' = c
sin'sin� . The dashed magenta

line illustrates the lowest (surface) wave velocity of approx-
imately 500 m/s found in the noise. If no geophone patterns
are used as anti-alias filters, the surface waves would have
been aliased and would have followed the dashed magenta
lines between 5 and 10 Hz as well. The black dashed tri-
angle indicates the area where we would expect the surface
wave energy from the panel. Since the surface wave noise

is generated by cars along the road, the surface wave energy
in this panel could have been generated by several cars
at various distances away from the line. In such a case,
the FK spectrum of the surface waves will appear to be
spread between the dashed magenta line and k = 0, as a
car at each distance would generate a surface wave propa-
gating with a different apparent velocity (or wave number).
This appears to have been the case when this panel was
recorded.

[30] The area between the dashed red lines indicates the
range of velocities we are interested in—horizontal veloc-
ities > 5 km/s (|p| < 0.2 s/km) corresponding to P wave
components in the noise. Surface waves could also appear
closer to the k = 0 axes (between the dashed red lines) if they
were propagating in the direction perpendicular to the line
of receivers. Hence, on an FK spectrum, these could easily
be misinterpreted for body waves. This can be resolved by
forming a slowness spectrum using the areal array. To reduce
computational time, we restrict our frequency range between
5 and 10 Hz. Then, to reduce the potential of aliased surface
wave remnants and aliasing of other wave types, we limit
the beamforming analysis to velocities falling inside the area
delimited by the dashed red lines in Figure 5a. The slow-
ness range limits are such that aliased surface waves will
only interfere between 9 and 10 Hz, as shown by the dashed
magenta lines crossing the red dashed lines in Figure 5a.
If the aliasing is not too strong, this should not be a prob-
lem, because the pattern response in Figure 2 shows that
the surface waves are sufficiently attenuated at 9–10 Hz by
the anti-alias filter. The wavenumber response of the array
(along the receiver line) is a sinc function with its first zero
at twice the Nyquist wavenumber for sampling at the sta-
tion spacing. Hence, in the absence of array perturbations
aliased noise is completely rejected at k = 0. If aliased noise
is strong, then the attenuation achieved by the geophone pat-
tern may not be sufficiently strong to prevent the retrieval at
small wavenumbers.
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Figure 6. (a) Distribution of slownesses estimated from beamforming of records containing body-wave
noise. (b) Rose diagram with the azimuths corresponding to the slownesses in Figure 6a.

[31] Figure 5b shows the FDB output for noise panel 858.
We determine the individual FK spectra for small frequency
bins and sum the individual spectra to produce the output
slowness spectrum. The largest red blob corresponds to an
event with a horizontal velocity of 8333 m/s. This is a body
wave which, depending on the distance to its source, could
contribute to the retrieval of reflections from the noise. The
white lines in Figure 5a indicate this velocity in the FK
spectrum obtained from line L4.

[32] In this way, we determine FK spectra and FDB out-
put for all records that are visually inspected and determined
to contain at least some nearly vertically traveling waves.
Figure 6a shows a histogram of all picked slownesses |p| <
0.2 s/km (about 80 records). We only pick the dominant
slowness from each slowness spectrum of a particular panel.
However, some spectra, such as the one from panel 858
shown in Figure 5b contain two (or more) clear peaks. These
secondary peaks may be due to reflections, different phases
from the same sources or wavefields from another source
being captured at the same time as the dominant wavefield.
Hence, there could be more events with different slownesses
present in the data. From Figure 6a, we observe that there is
a spread in the slownesses, with one slowness being dom-
inant. This slowness corresponds for the larger part to a
train of fairly strong events coming from the same direc-
tion in the time span of a few consecutive records. We also
note that the azimuthal distribution of the noise is quite
diverse, see Figure 6b. Together, these observations sug-
gest that we should be able to retrieve body-wave reflections
by applying ANSI to the recorded noise. They also sug-
gest that we should be able to retrieve the reflections even
only from correlating and summing the noise panels with
the identified events in them albeit with a limited move-out
because of the limited slowness range (which is effectively
the noise-source aperture).

[33] We note that it is as yet unclear what and where are
the sources for the body waves seen in the noise. Consider-
ing the short-period contents and the fact that velocities of
most of the events lie between approximately 5.5 and 8 km/s,
the identified events might correspond to crustal phases. A
more comprehensive evaluation of the measured body waves
would have been possible with 3-component short-period

seismometers. With the current equipment, it is not possible
to identify any clear phases in the events.

[34] Having obtained an understanding of the noise envi-
ronment and of the effective illumination of the array, we
proceed to apply ANSI to the data.

5. Application of ANSI for the Extraction
of Body-Wave Reflections
5.1. Noise Preprocessing for Body-Wave Retrieval

[35] To apply relation (1) to the recorded ambient noise,
we follow the procedure outlined in Figure 7. We begin
the processing by applying a band-pass filter between 6 and
24 Hz to the recorded noise. The lower limit of this filter is
aimed at suppression of the present surface wave energy and
is dictated by the dominance of the surface waves that were
not suppressed by the geophone patterns; it is also dictated
by the desire to preserve body-wave arrivals.

Figure 7. Processing flow for the application of seismic
interferometry by crosscorrelation to the recorded ambient
seismic noise.
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[36] The upper limit of the filter is dictated by the lack
of useful energy above 24 Hz and the presence of high-
amplitude peaks in the spectrum. The latter may have been
caused by electromagnetic noise due to the power lines that
were feeding the equipment, and thus, these peaks do not
carry information of the subsurface. In the beamforming
analysis, we placed an upper limit of 10 Hz to avoid misin-
terpretation of aliased waves, where the aliasing depends on
the station spacing. The correlation in the ANSI is a point-to-
point process and does not suffer from distance limitations
(even though correlation of aliased arrivals will result in
retrieval of aliased arrivals).

[37] As a second step in the processing flow, we apply an
FK fan filter for waves with apparent velocities between 230
and 1500 m/s. Such a filter has the potential of suppressing
remaining surface wave energy (higher modes) and guided
wave types that have the same frequency content as the
body-wave noise; it could also suppress possible retrieval
of direct body waves. From the active data, we know that
the surface wave velocities are around 500 m/s, but we take
wider limits to suppress also surface wave energy coming
from the crossline directions.

[38] Relation (1) is derived assuming uncorrelated noise
sources that act simultaneously and have equal amplitudes.
From the noise analysis, we know that most of the body-
wave noise is recorded at different time intervals. For this
reason, the longer the recording, the bigger the chance that
body-wave noise from more sources would be captured.
On the other hand, the noise sources might be emitting
energy with different strength at different times. Because of
this, the noise in some panels might happen to be magni-
tudes stronger than in others. In the summation process after
crosscorrelation, such panels would give by far a dominant
contribution, and this would effectively mean using a much
lower number of summed correlated noise panels. To pre-
vent this, as a third step in our processing, we apply per noise
panel normalization to each of the traces by dividing over the
trace’s energy (energy normalization). This normalization
in the time domain is comparable to the running-absolute-
mean normalization in Bensen et al. [2007] when the running
window is taken equal to the length of one noise panel. The
difference is that we use the root mean square of the energy
of each trace to normalize the amplitudes in this trace. In this
way, the relative amplitudes in each trace are kept the same,
while among traces, the amplitudes are equalized.

5.2. ANSI With All the Recorded Noise
[39] After the above three steps, we are ready to apply

relation (1). We choose a receiver at which we want to create
a virtual source; we call the trace recorded by this receiver
“master.” We take a noise panel, extract the master trace, and
correlate the latter with all the traces in the same noise panel
(the fourth step in Figure 7). This is repeated for all noise
panels. The so-obtained correlated noise panels are summed
together per trace location (the fifth step in Figure 7). If the
noise were caused by white-noise sources, then we would
retrieve the Green’s function and its time-reversed variant
(or parts of them). In practice, the sources are always band
limited, so the retrieved result will be filtered by (convolved
with) the autocorrelation of the source function (F(t) in
relation (1)). To compensate for this, Bensen et al. [2007]
propose to apply spectral whitening before correlation. We

compensate for F(t) after correlation—we deconvolve the
retrieved result by an estimate of the autocorrelation of
the source function (step six in Figure 7). The estimate is
obtained by extracting a short window around t = 0 s from
the autocorrelated master trace. Then we use the spectrum of
this time window to divide by the spectrum of the result from
the fifth step. Note that the processing we propose of energy
normalization before correlation and wavelet deconvolution
for the source function after correlation is akin to the uti-
lization of the coherence function [see, e.g., Prieto et al.,
2009; Nakata et al., 2011].

[40] If the ambient-noise sources illuminate the receiver
stations from all directions with comparable strength
(homogeneous illumination), then the stationary-phase
regions of all events would be sampled, and the Green’s
function and its time-reversed variant would be retrieved
equally well. From the noise analysis in section 4.3, we
know that the receivers are preferentially illuminated by
body-wave noise from several directions. This means that
some parts of the Green’s function might be retrieved only at
positive times, while others only at negative times. In such
cases, more complete results are obtained when the causal
and time-reversed acausal correlation results are summed
together and so we do that (step seven in Figure 7).

[41] Figures 8a, 8d, and 8f show examples of retrieved
common-source gathers along line L4 for virtual sources
at 1, 2.5, and 13 km, respectively. In common-source gathers
from active surveys, reflection arrivals from subsurface
layers are characterized by hyperbolic moveout. (For one
horizontal layer in the subsurface, the relation between the
traveltime t a reflected wave will take to propagate between
a source and a receiver, the offset y between the source
and the receiver, and the velocity c down to the layer is
t2 = t0

2 + x2

c2 , where t0 is the traveltime at zero offset. The
traveltime difference between two offsets is called move-
out.) In the gathers in Figures 8a and 8d, we can observe
several coherent retrieved events, highlighted in transpar-
ent red, that exhibit approximately hyperbolic moveout,
so these could be potentially retrieved reflections. In the
gather in Figure 8f, we cannot distinguish coherent approx-
imately hyperbolic events. Nevertheless, we can observe a
few inclined linear events, highlighted in transparent yellow,
that might be retrieved body-wave arrivals (tails of reflection
hyperbolas or refracted waves).

[42] To be able to interpret what the retrieved events are,
we compare the retrieved virtual common-source gathers
with common-source gathers recorded using active sources
at the positions of the virtual sources. For these purposes,
we have at our disposal two gathers from places where
the zigzag active-source acquisition geometry turned at line
L4—for a source at 1 km and for a source at 13 km, see
Figures 8b and 8g, respectively. For these measurements,
the active vibrator sources were placed 12.5 m away in the
crossline direction from the positions of the virtual sources.
It is possible to compare the active and the retrieved gathers
as the wavelets of both records are zero-phase. The active
wavelet is obtained from a correlation of the raw recorded
data with the vibrator sweep; the ANSI wavelet comes
from a sum of correlations. To facilitate the comparison,
we apply an extra FK filter to the retrieved common-source
gathers to suppress events with apparent velocities lower
than 2700 m/s. In the active data, the direct body-wave

4352



DRAGANOV ET AL.: AMBIENT-NOISE EXPLORATION-SCALE IMAGING

Figure 8. Common-source gathers along line L4: (a) for a virtual source at 1 km using all the noise;
(b) for an active source at 1 km; (c) for a virtual source at 1 km using events only; (d) for a virtual source
at 2.5 km using all the noise; (e) for a virtual source at 2.5 km using events only; (f) for a virtual source
at 13 km using all the noise; (g) for an active source at 13 km; and (h) for a virtual source at 13 km using
events only. The transparent colored areas highlight reflection arrivals.

arrival at near offsets has a velocity of 2000 m/s. By again
taking a filter that rejects slightly higher velocities, we sup-
press most such arrivals. For comparison purposes, we apply
the same frequency and FK filters to the two active-source
gathers as well. Because the FK filter becomes very short
at low frequencies, it will create in both the active and pas-
sive data linear artifacts that would appear to propagate in
both directions. Inspection of the events highlighted in red
in Figures 8a and 8b reveals that the two-way traveltimes of
the retrieved approximately hyperbolic events coincide with
those of the reflection hyperbolas in the active data, espe-
cially for short offsets. We therefore conclude that at short
offsets, these retrieved events correspond to the apexes of
the reflection hyperbolas in the active data. We also note that
there are events in either data set that do not have similar
two-way traveltimes.

[43] Even though the same filtering is applied to both
data sets, we can see from the comparison that the fre-
quency character and the hyperbolicity of the highlighted
events is different. This can also be observed in Figures 9a

and 9b, which show the FK spectra of the common-source
gathers from Figures 8a and 8b, respectively—the main
energy in the spectrum of the retrieved gather in Figure 9a
is concentrated up to 15 Hz, while the active-data spec-
trum in Figure 9b is flat inside the complete frequency
band. Taking a closer look at the present wave numbers in
Figures 9a and 9b reveals that their spread in the retrieved
gather is not as flat as in the active gather, with the smaller
wave numbers being more energetic, which again shows
that the retrieved events would have a different move-
out at longer offsets than the reflection hyperbolas in the
active data.

[44] Comparison of the result in Figures 8f with the active
data in Figure 8g shows that even though the highlighted
events in the retrieved and the active panel appear simi-
lar, they have different apparent propagation velocities—
the retrieved events are faster. We cannot interpret these
retrieved events unambiguously: they might be retrieved
tails of reflection arrivals that are not visible on the active
panel, because they overlap with the stronger-in-amplitude
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Figure 9. Frequency–wave number amplitude spectra of the common-source gathers from (a) Figure 8a,
(b) Figure 8b, and (c) Figure 8c. The dashed lines correspond to the lowest velocity as used in the
beamforming procedure for the identified events.

refracted waves; they might also be reflected or refracted
arrivals retrieved with a wrong moveout velocity due to the
stationary-phase regions not being captured.

[45] Even though we do not have at our disposal active
measurements for a source at 2.5 km, we can use for quali-
tative comparison the active common-source gather at 1 km,
because from the active data, we know that the subsurface
is close to horizontally layered for such offsets. Comparing
the retrieved events highlighted in red in Figures 8d with
the reflection hyperbolas in Figure 8b, we can see that, for
example, the events with apexes at 0.2, 0.4, and 1.0 s for
a virtual source at 2.5 km correspond, for short offsets, to
hyperbolic events in the active data at these times. Based on
this consistency, we conclude that the red-highlighted events
in Figure 8d are also actual reflection arrivals.

[46] Comparing the quality of the retrieved reflections in
Figures 8a, 8d, and 8f to the active data, we see clear dif-
ferences as well. The first thing that is seen is that the
data retrieved from ANSI contains many events that do
not correspond to physical arrivals in the active data. As
mentioned in section 2, inhomogeneous illumination of the
passive array from the noise sources would give rise to
spurious events. As shown in Figure 6, the illumination
of our array is indeed inhomogeneous: the ambient noise
contains body-wave arrivals, but with limited and irregular
slowness distribution.

[47] Another difference that we can observe is that the
closer the virtual source position is to the traffic road (around
kilometer 14), the less observable the retrieved reflections.
We can see that in the proximity of the road, the lateral
coherency of the apexes and the tails of the retrieved reflec-
tions disappears. As the spectrogram in Figure 3a shows, for

stations close to the road surface wave energy is present up to
20 Hz. Because this energy is severely aliased, our filtering
steps 1 and 2 (Figure 7) do not suppress it. This means that
even though we did our best to suppress the remnants of the
surface waves, they are still present and dominant at record-
ing stations closer to the road. In the retrieval process, these
remnants will overwhelm the (weaker) body-wave noise.

5.3. ANSI With Selected Noise Panels
[48] We now follow the second approach and apply ANSI

only to the approximately 80 noise panels containing body-
wave arrivals as identified using the beamforming. This
has the advantage that the wavefield components found in
these panels are expected to contribute to retrieval of reflec-
tions. Another significant advantage of this approach is that
it minimizes the absolute amount of interference from the
attenuated (but not fully removed) aliased surface waves and
other arrivals with higher wave numbers. However, a poten-
tial drawback is that we will not use noise panels containing
weak body-wave arrivals, which could still contribute to
the reflections we aim to retrieve, but are not selected for
correlation because they are dominated by surface waves.

[49] We process the approximately 80 selected event noise
following the procedure from Figure 7 with the change that
steps 5 is now performed after step 7. Knowing the illu-
mination characteristics of the noise allows application of
steps 6 and 7 to the individual correlated noise panels. The
deconvolution step 6 can be applied by assuming that each
event noise panel contains arrivals from only one source of
body waves. Deconvolving per noise panel could potentially
increase the overall resolution of the retrieved results, as
there would be no need to assume that the power spectra of
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Figure 10. (a) Common midpoint (CMP) gather for a midpoint at 1 km obtained when all noise panels
are used. (b) Stacking-velocity plot and picked stacking velocities (black line) calculated for the CMP
gather in Figure 10a. (c) As in Figure 10a, but using the event-driven approach.

the noise sources in the different noise panels are the same.
On the other hand, by applying the deconvolution for the
autocorrelation of the source function after the summation
over the correlated noise panels (when all noise panels are
used), we do not have to assume that we have only one
source per noise panel.

[50] In the consecutive step 7, by summing the causal and
acausal parts of each correlated noise panel, we can take
into account the specific illumination of the passive array
for the specific noise-panel time period. As can be seen in
Figure 6a, the identified events arrive at the recording lines
with horizontal slownesses between 0.125 and 0.18 s/km;
these events are recorded as approximately plane waves with
small dips. We know from the active data that the subsurface
is close to horizontally layered. In such a case, cross corre-
lation of an incoming train of dipping plane waves would
also result in a retrieved train of plane waves with the same
dip in both causal and acausal times. To minimize the intro-
duction of correlation artifacts during the implementation of
step 7, instead of summing the complete retrieved causal and
time-reversed acausal parts, we use only specific parts from
both. For an apparent dip toward the smaller x values along
the lines, we sum the causal part of the correlation result for
traces that lie to the left of the master trace and the time-
reversed acausal part of the correlation result for traces to
the right of the master trace. For an apparent dip toward the
bigger x values along the lines, we sum the opposite parts.
For details of this technique, see Ruigrok et al. [2010].

[51] Figures 8c, 8e, and 8h show the common-source
gathers for virtual source positions at 1, 2.5, and 13 km,
respectively, retrieved using the event-driven approach.
Comparing these results with the results retrieved using all
the noise (see Figures 8a, 8d, and 8f, respectively) we see
that in the red-highlighted areas, we have retrieved arrivals
at the same two-way traveltimes, but flatter than the arrivals
in the results from all the noise. This is explained with the
fact that in the event-driven approach, we have used noise
panels containing body-wave noise with very low horizon-
tal slownesses. The retrieved arrivals from the event-driven

approach are clearer, as the signal-to-noise ratio is higher
and the events are more continuous. Comparing the blue-
highlighted areas in the retrieved and the active panels, we
can identify retrieved reflections in the event-driven results
that are impossible to distinguish in the results from all
the noise.

[52] From the comparison of the active and the retrieved
data in Figure 8, we can also see that using the event-driven
approach, which means limiting the amount of the recorded
ambient noise, results in our case in limiting the illumination
aperture of the noise sources: we could retrieve the apexes
of the reflection arrivals and the short offsets (compare, for
example, the arrival times at distance 0 km for the event
with apex at 0.5 s in Figures 8a, 8b, and 8c). This can
also be seen in the frequency–wave number spectra of the
common-source gathers from Figures 8b and 8c, as shown in
Figures 9b and 8c. We can observe that, as a result from the
event-driven approach, the main energy is retrieved inside
the triangle bound by velocity of 5000 m/s (the dashed black
lines).

6. Extraction of Velocity and Structural
Information From Retrieved Virtual Gathers

[53] After reflection information of the subsurface has
been obtained from the application of ANSI, one could
apply to the retrieved results processing algorithms from
the seismic-exploration industry used for the extraction of
subsurface velocity and structural information. In the pre-
vious section, we showed that we have retrieved reflection
arrivals from ANSI at several places along Line L4. Obtain-
ing a stacked section of the subsurface would also show
whether reflections are retrieved at more places along the
line. (We compare stacked sections along line L4, as along
this line we have velocity and structural information avail-
able for comparison from the active data.) To extract velocity
and structural information, we follow a standard process-
ing scheme [Claerbout, 1985; Yilmaz, 1999] and com-
pare the results with information extracted from the active
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Figure 11. Time-migrated stacked section under L4 obtained (a) from ANSI applied to all the recorded
noise, (b) from the active data, and (c) from event-driven ANSI using the final stacking velocities.
The green curve encloses the Earth’s surface. The transparent colored areas indicate zones with imaged
reflectors that are present in the active section and the retrieved sections. When comparing with the active
data, the red color indicates interpretable reflectors that are retrieved using both all the noise and the
event-driven approach, the blue color indicates retrieved reflectors interpretable only in the section from
the event-driven approach, and the yellow color indicates retrieved reflectors interpretable only in the
section from all the noise.

data. The processing scheme consists of resorting to com-
mon midpoint (CMP) gathers, statics correction, interactive
velocity analysis, normal moveout correction, stacking, and
phase-shift time migration.

[54] We start the processing by resorting the retrieved
common-source gathers to CMP gathers. In field measure-
ments, the first seismic arrival to be detected at shorter
offsets is the direct P wave arrival, while at longer off-
sets, refracted waves arrive first. This means that all events
in the retrieved CMP gathers appearing earlier than these
arrivals are not physical. For this reason, we mute all cor-
relation artifacts earlier than the first arrival detected in
the active data at the longest offset and whose apparent
propagation velocity is 2700 m/s. Then, we apply so-called
statics correction, which compensates for the effect of irreg-
ular topography, differences in the elevation of sources and
geophones relative to a predefined datum, and low-velocity
near-subsurface layers. The corrections applied here result in
the retrieved CMP gathers being redatumed from the surface
to a mean-sea level using a constant replacement velocity of
800 m/s for the near subsurface. Figure 10a shows the results
from the described three steps for a CMP at 1 km obtained
when using all-noise ANSI approach.

[55] Next, we use common-velocity stacks in an interac-
tive fashion to pick stacking velocities along the retrieved
reflections, i.e., along approximately hyperbolic arrivals.

The picking is performed by fitting hyperbolic curves
through the retrieved CMP gathers [Taner and Koehler,
1969]. In a CMP gather, the hyperbolic curves have their
apexes at the zero-offset trace and have their curvature con-
trolled by the stacking velocity. The analysis is performed
by plotting the ratio of the square of summed amplitudes of
the time samples fitted by calculated hyperbolic curves and
of the summed squared amplitudes of the same time sam-
ples. Both the nominator and the denominator are smoothed
by performing extra summation over time in a short time
window centered at the time sample for which the veloc-
ity stacks are computed. In the resulting panel, we look for
the maxima in the velocity range. Figure 10b shows the
stacking-velocity plot for the CMP gather in Figure 10a.
The picking should be done at the apexes of reflection
events and thus is done in combination with the corre-
sponding CMP gather, which shows where the reflection
apexes are.

[56] From the beamforming analysis, we know that the
recorded noise provides limited illumination angles of
the passive array. This means that we should not expect the
picked velocities from the retrieved data to be accurate, as
the accuracy would depend a lot on our ability to reconstruct
the asymptotes of the reflection-hyperbola, which in turn is
defined by the illumination characteristics of the noise and
our selected slownesses. The black curve in the stacking-
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velocity plot in Figure 10b shows the final stacking veloc-
ities that we have picked. As we mentioned above, one is
looking for the maxima in the velocity range in the resulting
velocity plot. It can be seen that the lines do not strictly fol-
low the maxima. There are two reasons for this. The first one
is our desire to suppress free-surface multiples during the
following steps of normal-moveout correction and stacking.
For this purpose, the stacking velocities should generally
increase with increasing two-wave traveltime, i.e, the black
curve in Figure 10b should be a monotonically increas-
ing function of time. The presence of free-surface multiples
will cause local maxima in the stacking-velocity plots at
velocities equal to already picked values at earlier two-way
traveltimes, thus disturbing the monotonic character of the
curve in the stacking-velocity plots.

[57] The second reason is the presence of correlation
artifacts like the events visible along the time axis at 0.6
and 1.6 s for negative offsets around 1 km in Figure 10a.
Such events do not form parts of hyperbolic arrivals. These
artifacts, when stacked along a hyperbola in the CMP gath-
ers, will cause ambiguity in the stacking-velocity plots by
contributing to local maxima. When the signal-to-noise ratio
of the retrieved reflections is low, like in the case of our all-
noise retrieved results (Figure 10a), these artifacts will give
a significant contribution to the stacking velocities and bias
the velocity picking. In our case, velocities picked in this
way underestimate the velocities estimated using the active
data by up to 1000 m/s.

[58] In our case, the retrieved reflections from the event-
driven approach are quite flat and thus cannot be used alone
in velocity analysis. On the other hand, the signal-to-noise
ratio at their apexes in the CMP gathers is much higher (see
Figure 10c). Because of this, we use the event-driven CMP
gathers together with the stacking velocity plots, obtained
from the all-noise CMP gathers, to guide us where to pick
the stacking velocities (the black line in Figure 10b). The
so-picked final stacking velocities follow the trend of the
active-data velocities, but generally underestimate them by
up to 600 m/s. Compared to the underestimation when using
only the all-noise CMP panels, we managed to reduce the
maximum relative error from 41% to 21%. The fact that
the velocities picked from the retrieved data differ from
the active-data velocities shows again that the curvatures
of the events in both data sets are different, as expected
from the illumination analysis. We can conclude that the
11 h of recorded noise do not permit accurate velocity
information extraction. Depending on the noise environ-
ment, longer noise recordings might result in more events
being recorded, better illumination of the passive array
and thus better retrieval of the hyperbolic curvature of the
retrieved reflections.

[59] Having extracted stacking velocities from the
retrieved data, we can proceed to obtain an image of the
subsurface structures. We use the extracted final stacking
velocities in a so-called normal-moveout correction, which
flattens the reflection arrivals in the CMP gathers by cor-
recting the reflections for their hyperbolic moveout. The
traces in a flattened CMP gather are then stacked together,
and the obtained stacked trace is assigned to the position
of the midpoint of this gather. In ideal circumstances, with-
out normal-moveout stretch and/or velocity misestimates,
the result of the stacking process is a zero-offset trace

that would have been recorded with coinciding source and
receiver. The stacking process improves the signal-to-noise
ratio of the reflections in the stacked trace, compared to
the signal-to-noise ratio of the individual traces, by

p
M,

where M is the number of stacked traces. This is true only
for uncorrelated noise. In our case, the stacking process
may not be that efficient as the traces to be stacked are
themselves the result of a correlation process and much
of the noise that did not contribute to the retrieved reflec-
tions is not uncorrelated (such as the remaining aliased
surface waves).

[60] We use the final picked velocities to stack CMP
gathers from both the all-noise and the event-driven results.
As the retrieved reflections in the event-driven CMP gathers
with very high apparent velocities, normal-moveout cor-
rection with the picked velocities would have the effect
of curving the arrivals toward earlier time (overcorrec-
tion). During the stacking process, this would lead to a
reduced number of stacked individual traces contributing to
a reflection, but also to an increased noise level between
the reflections. To reduce the influence of the latter, we
limit the stacking offsets in the event-driven CMP gathers
to 2000 m (in the all-noise CMP gathers, the stacking off-
sets are 8000 m). In general, using inaccurate stacking
velocities would result in lower signal-to-noise ratio of the
stacked trace.

[61] After the stacking process, we apply a phase-shift
time migration, which maps possibly inclined subsurface
reflectors to their real position in time [Yilmaz, 1999]. We
perform the migration using velocities from the active-
source data to be able to obtain more accurate relocation of
the reflectors. Figures 11a, 11b, and 11c show the results
from the migration along line L4 when using CMP gathers
obtained from the all-noise ANSI, from the active data, and
from the event-driven ANSI, respectively. The green curves
enclose the Earth’s surface. Comparing the retrieved image
in Figure 11a with the image in Figure 11b, we can see that
the retrieved events at 0.2, 0.3, 0.4, and 0.9 s, highlighted
with transparent red and yellow, are imaged quite consis-
tently over some distance along line L4. This shows that
the retrieved arrivals in Figure 8, which we interpreted as
retrieved reflections for virtual sources at 1, 2.5, and 13 km,
are retrieved also at other virtual source locations along the
line. As these imaged events are obtained from retrieved
reflections and because they coincide very well in travel-
time sense with imaged reflectors in the active data, we
conclude that they are imaged reflectors. Note that the red-
highlighted reflectors in Figure 11a are imaged with lower
frequency and appear to represent several thin layers in the
active-data image. Using incorrect stacking velocities results
in smearing of the reflections during the stacking process.
This might also have contributed to the obtained lower fre-
quencies of the retrieved images. On the other hand, the
yellow-highlighted reflectors in Figure 11a, visible in the
part of the section with x values higher than the x value of
the blacktop road, appear to contain higher frequencies, and
coincide with separate reflectors in the image from the active
data in Figure 11b. Such retrieved events containing higher
frequencies can be observed only relatively close to the place
where the road intersects the line, and even though they are
also present in the part of the section with x values lower
than the x value of the road, there they do not form laterally
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continuous features. Having higher-frequencies reflections
interpretable only close to the road might be an indication
that body-wave noise with higher frequencies is generated
by the traffic on the road.

[62] Comparing the retrieved image in Figure 11c with
the active-data image in Figure 11b, we see that the event-
driven approach has also imaged subsurface reflectors. The
red-highlighted reflectors are imaged also in this result,
but compared to the ones in Figure 11a, they are later-
ally more continuous, as expected from the active data
(Figure 11b). Comparing the yellow-highlighted zones in the
three images, in accordance with the observations from the
comparison of the common-source gathers in Figures 8f–8h,
we see that the event-driven approach has done a poorer job
in these zones. Comparing the active section in Figure 11b
with the event-driven section, we can see that in the latter, we
can easily interpret the blue-highlighted events as retrieved
reflectors as well. In Figure 11c, we can interpret part of
a deeper reflector at around 1.3 s, which is not possible
in Figure 11a. The event-driven approach also adds to the
retrieved subsurface information a piece of the shallowest
reflector in the direction of increasing x values from the
blacktop road and thus improves this reflector’s continuity.
Interpretation of the blue-highlighted events is not possi-
ble in the all-noise image, as at these times, the events are
laterally incoherent or too weak.

7. Discussion
[63] We show that reflection characteristics of the sub-

surface can be obtained using ANSI. Our results exhibit
lower frequencies when compared to the active data. The fre-
quency content of the retrieved data depends on the nature
of the recorded body-wave noise (source mechanisms and
related signal and radiation characteristics), but also on the
locations of the noise sources. The active sources were tuned
to induce energy in the ground that has a flat spectrum
between 6 and 80 Hz. As the active sources are situated rel-
atively close to the receivers, the recorded reflected energy
would also have a comparable frequency spectrum. On the
other hand, the reflections retrieved with ANSI would inherit
the frequency characteristics of the body-wave events that
are present in the recorded ambient noise. The body-wave
noise might be coming from sources situated at large dis-
tances from the recording lines, and due to the intrinsic
absorption in the subsurface, the higher frequencies in the
recorded signals would be attenuated. In addition, the noise
sources, like local earthquakes for example, might emit only
lower frequencies. As for the moment we cannot conclude
what noise sources caused the body-wave noise character-
ized by the beamforming, we cannot say if also higher-
frequency reflections could be obtained from ANSI from
noise other than the blacktop-road noise. Even if only reflec-
tions containing lower frequencies are possible to retrieve,
they could still be used to our advantage by combining them
with the active data to obtain data with a broader spectrum.
It should be investigated how this could be done.

[64] The behavior and strength of seismic noise depends
on several factors, such as the depth of the receivers, atmo-
spheric and weather conditions, geographical location, local
geology, tectonic activity, and proximity to anthropogenic
noise sources. This makes it difficult to predict the out-

come of an experiment with limited duration. Nevertheless,
our results show that ANSI has a potential for frontier explo-
ration of large areas after establishing the confidence level
in the data using evaluation of the illumination characteris-
tics of the noise. Longer-term continuous passive monitoring
experiments would be a way to further understand and
develop ANSI as a tool for subsurface characterization for
exploration purposes. Depending on the factors described
above, the results from continuous data, acquired during an
extended period of time, could be improved compared to
the results of the current study, because longer monitoring
could increase the chance of accumulating noise sources
with a greater diversity of ray parameters, implying more
comprehensive illumination of the array.

[65] In exploration seismology, velocity information is
traditionally estimated from the typical hyperbolic charac-
ter of reflections. The continuity, size, and curvature of the
reflector is mainly determined by the effective illumination
of the incident noise wavefield. For reliable velocity infor-
mation, it is therefore important to have a comprehensive
illumination by noise sources. When this is not the case,
we should gain sufficient knowledge of the noise-source
characteristics (the effective illumination) for interpretation
of the reliability of the velocity information. For seismic
exploration with ANSI, these noise characteristics will vary
with geographical location, atmospheric conditions, geol-
ogy, tectonic setting, and proximity to anthropogenic noise
sources. The velocity analysis is sensitive to the tails of the
hyperbolas, which in our case are not well retrieved. Nev-
ertheless, we show how common-source gathers retrieved
using the all-noise approach and retrieved using the event-
driven approach could be used in a complementary fashion
to apply standard exploration-seismic processing for obtain-
ing structural information of the subsurface. In practice, one
can first apply the all-noise ANSI aiming to extract prelim-
inary information of the subsurface. This information can
then be used to decide to search for the body-wave parts of
the noise, which can in turn be used in the described event-
driven approach. If we assume that the noise is incident as
plane-wave events, then relation (1) can be re-parametrized
as a slowness integral or sum over slownesses [see Ruigrok
et al., 2010, 2011]. By already having some idea of the
subsurface image from the all-noise approach and by char-
acterizing the noise events in terms of their slowness, for
example, using beamforming, one could select those events
that lie in the stationary-phase regions of the integral in rela-
tion (1). Furthermore, if the distribution of noise sources is
limited or too sparse, the correlated events in the integral
would not interfere destructively properly thereby produc-
ing artifacts. By using only noise panels whose illumination
characteristics fall inside the stationary-phase regions of
the integral, such artifacts would be suppressed, and con-
sequently, one would synthesize a kinematically correct
estimate of the partial Green’s function at a faster conver-
gence rate and with a higher signal-to-noise ratio than when
all available noise records are used. A similar process of lim-
iting the slowness range and stacking only over the Fresnel
zone has been used in seismic migration to reduce imaging
artifacts when data are sparsely sampled and/or have limited
aperture [e.g., Buske et al., 2009].

[66] Extraction of subsurface structural information from
ANSI could be used as a monitoring tool of subsurface
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processes, for example, during exploitation of petroleum
fields or CO2 sequestration. In cases like the two example,
velocity information from active seismic surveys would be
available and could be used for the migration purposes to
eliminate smearing of the imaged reflectors due to incor-
rectly picked velocities. The active seismic surveys are
expensive and thus performed infrequently. ANSI could be
used to monitor changes in the subsurface between the active
surveys on a more frequent basis.

8. Conclusions
[67] We showed how velocity and structural information

of the subsurface at the exploration scale could be extracted
from ambient-noise seismic interferometry. For this, we first
investigated some properties of ambient noise recorded for
11 h at one night during an active-source 3-D exploration
survey in the eastern part of the Sirte basin in Libya. We
showed that the bulk of the energy in the noise is composed
of surface waves at frequencies below 6 Hz. These surface
waves are generated by cars along a blacktop road that inter-
sects the survey area. We visually inspected the noise and
determined that it contains nearly vertically traveling events.
We further characterized these events using a frequency-
domain beamforming algorithm. The beamforming output
for the most of these noise parts showed a dominant ray-
parameter approximately between 0.125 and 0.18 s/km.
Considering this ray-parameter distribution, these events
probably correspond to crustal P wave phases. In addition,
these body waves had a fairly rich azimuthal distribution. So
far, it remains unclear what is the origin of the body-wave
phases seen in the noise panels. Recording body-wave noise
is a prerequisite for retrieving body-wave reflections.

[68] We then applied seismic interferometry to the
recorded noise using two approaches. In the first one, we
correlated and summed all the recorded noise. Using the fact
that retrieval of reflections would result from correlation of
body waves noise, in the second approach, we correlated
and summed only the parts of the noise that contained body-
wave arrivals (events) as identified by the beamforming.
Both approaches result in obtaining common-source gathers.
Comparison of the retrieved results to common-source gath-
ers from active exploration sources showed that we retrieved
several shallow reflection events at 0.2, 0.3, 0.4, and 0.9 s
that also appear in the active data. The retrieved results from
the event-driven (second) approach exhibited a much better
signal-to-noise ratio when compared to the results from the
all-noise (first) approach. On the other hand, the event-
driven approach limited the illumination angles of the array
from the noise sources, thus resulting in retrieved reflec-
tion arrivals with faster move out than the retrieved arrivals
from the all-noise approach. To retrieve reflection arrivals,
we needed to suppress the present surface waves, which
were drowning out the useful body-wave noise. The sup-
pression was achieved in the field using groups of receivers,
followed by frequency filtering before correlation. We then
applied frequency–wave number filtering before correlation
to suppress other events.

[69] After retrieval of reflection gathers, we proceeded
to apply an interactive velocity analysis to extract stacking
velocities. The applied velocity analysis on the retrieved
data did not result in accurate extracted velocity infor-

mation when compared to the velocities from the active
data. This might be due to insufficient temporal length of
the recorded noise. Nevertheless, we showed that analy-
sis of the reflection arrivals obtained using the event-driven
approach can be useful during the velocity analysis of reflec-
tions retrieved using all the noise, in this way helping to
extract velocities of the subsurface closer to the active-data
velocities. As a final step, we obtained an image of the sub-
surface reflectors after stacking the retrieved gathers using
the picked stacking velocities. Comparison with a stacked
image from the active data along one of the lines showed that
the retrieved shallow reflection events are consistent along
more than half of the line.
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