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SUMMARY
Seismic interferometry, also known as Green’s function retrieval by crosscorrelation, has a wide range

of applications, ranging from surface wave tomography using ambient noise, to creating virtual sources

for improved reflection seismology. Despite its successful applications, the crosscorrelation approach

also has its limitations. The main underlying assumptions are that the medium is lossless and that the

wave field is equipartitioned. These assumptions are in practice often violated: the medium of interest

is often illuminated from one side only, the sources may be irregularly distributed, and, particularly for

EM applications, losses may be significant. These limitations may partly be overcome by reformulating

seismic interferometry as a multidimensional deconvolution (MDD) process. We present a systematic

analysis of seismic interferometry by crosscorrelation and by MDD. We show that for the non-ideal

situations mentioned above, the correlation function is proportional to a Green’s function with a blurred

source. The source blurring is quantified by a so-called point-spread function which, like the correlation

function, can be derived from the observed data (i.e., without the need to know the sources and the

medium). The source of the Green’s function obtained by the correlation method can be deblurred

by deconvolving the correlation function for the point-spread function. This is the essence of seismic

interferometry by MDD. We illustrate the crosscorrelation and MDD methods for controlled-source

and passive data applications with numerical examples and discuss the advantages and limitations of

both methods.
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1 INTRODUCTION

In recent years, the methodology of Green’s function re-
trieval by crosscorrelation has led to many applications in
seismology (exploration, regional and global), underwater
acoustics and ultrasonics. In seismology this methodology
is also called “seismic interferometry”. One of the explana-
tions for the broad interest lies in the fact that new responses
can be obtained from measured data in a very simple way.
In passive-data applications, a straightforward crosscorrela-
tion of responses at two receivers gives the impulse response
(Green’s function) at one receiver of a virtual source at the
position of the other. In controlled-source applications the
procedure is similar, except that it involves in addition a
summation over the sources. For a review of the theory and
the many applications of seismic interferometry, see Larose
et al. (2006), Schuster (2009) and Snieder et al. (2009). and
Wapenaar et al., (2010a,b).

It has also been recognized that the simple crosscorrela-
tion approach has its limitations. From the various theoret-
ical models it follows that there are a number of underlying
assumptions for retrieving the Green’s function by cross-

correlation. The most important assumptions are that the
medium is lossless and that the waves are equipartitioned. In
heuristic terms, the latter condition means that the receivers
are illuminated isotropically from all directions, which is for
example achieved when the sources are regularly distributed
along a closed surface, the sources are mutually uncorrelated
and their power spectra are identical. Despite the fact that in
practical situations these conditions are at most only partly
fulfilled, the results of seismic interferometry are generally
quite robust, but the retrieved amplitudes are unreliable and
the results are often blurred by artifacts.

Several researchers have proposed to address some of
the shortcomings by replacing the correlation process by de-
convolution. In the “virtual source method” pioneered by
Bakulin & Calvert (2004) the main limitation is that the
real sources are present only at the Earth’s surface, i.e.,
above the downhole receivers, instead of on a closed sur-
face surrounding the receivers, as prescribed by the theory
(Wapenaar et al. 2005; van Manen et al. 2005; Korneev &
Bakulin 2006). To compensate for this one-sided illumina-
tion, Bakulin & Calvert (2006) propose to replace the cor-
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relation by a deconvolution for the downgoing wave field at
the downhole receivers. They show that this approach com-
pensates for variations in the source wavelet and, partly, for
reverberations in the overburden. Snieder et al. (2006a) de-
convolve passive wave fields observed at different depth lev-
els and show that, apart from compensating for the source
function, this methodology also changes the boundary con-
ditions of the system. in an advantageous way. They ap-
plied it to earthquake data recorded at different heights in
the Millikan library in Pasadena and obtained the impulse
response of the building. Mehta et al. (2007b) used a simi-
lar approach to estimate the near-surface properties of the
Earth from passive recordings in a vertical borehole. Vas-
concelos & Snieder (2008a,b) and Vasconcelos et al. (2008)
used deconvolution interferometry in seismic imaging with
complicated and unknown source-time signals and for imag-
ing with internal multiples. All these approaches improve
seismic interferometry to some extent. An important posi-
tive aspect is that the required processing in all these cases is
not much more complicated than in the correlation approach
because the employed deconvolution procedures are essen-
tially 1-D (i.e., trace-by-trace deconvolution). This compen-
sates for variations in the source wavelet, anelastic losses
and, partly, for internal multiples, but it does not account
for the anisotropic illumination of the receivers.

To obtain more accurate results, seismic interferome-
try by deconvolution should acknowledge the 3-D nature of
the seismic wave field. Hence, from a theoretical point of
view, the trace-by-trace deconvolution process should be re-
placed by a full 3-D wave field deconvolution process. In
the following we speak of multi-dimensional deconvolution
(MDD), which stands for 3-D wave field deconvolution in
the 3-D situation, or for 2-D wave field deconvolution in
the 2-D situation. The MDD principle is not entirely new.
It has been applied for example for multiple elimination of
ocean-bottom data (Wapenaar et al. 2000; Amundsen 2001).
Like the aforementioned method of Snieder et al. (2006a),
this can be seen as a methodology that changes the bound-
ary conditions of the system: it transforms the response of
the subsurface including the effects of the reflecting ocean
bottom and water surface into the response of a subsur-
face without these reflecting boundaries. With hindsight this
methodology appears to be an extension of a 1-D deconvolu-
tion approach proposed by Riley & Claerbout (1976). Muijs
et al. (2007) employ multi-dimensional deconvolution for the
downgoing wave field (including multiples) in the imaging
condition, thus improving the illumination and resolution of
the imaged structures. Schuster & Zhou (2006) and Wape-
naar et al. (2008a) discuss MDD of controlled-source data
in the context of seismic interferometry. Slob et al. (2007)
apply MDD to modeled controlled-source electromagnetic
(CSEM) data and demonstrate the relative insensitivity to
dissipation as well as the potential of changing the boundary
conditions: the effect of the air wave, a notorious problem in
CSEM prospecting, is largely suppressed. Wapenaar et al.
(2008b) apply MDD to passive seismic data and show how
it corrects for anisotropic illumination due to an irregular
source distribution. van der Neut & Bakulin (2009) show
how MDD can be used to improve the radiation pattern
of a virtual source. In a related method called “directional
balancing”, Curtis & Halliday (2010) deconvolve the cross-
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Figure 1. (a) Configuration for the correlation-type Green’s

function representation (equation 1). The medium in V is as-
sumed lossless. The rays represent full responses, including pri-
mary and multiple scattering due to inhomogeneities inside as

well as outside S. The notation ˆ̄G refers to a reference state
with possibly different boundary conditions at S and/or differ-

ent medium parameters outside S (in V the medium param-

eters are the same for Ĝ and ˆ̄G). (b) Configuration for the
convolution-type Green’s function representation (equation 2).
Here the medium does not need to be lossless.

correlation result by the estimated radiation pattern of the
virtual source.

Interferometry by MDD is more accurate than the
trace-by-trace correlation and deconvolution approaches but
the processing is more involved. In this paper we present a
systematic analysis of seismic interferometry by crosscorre-
lation versus multi-dimensional deconvolution and discuss
applications of both approaches.

2 GREEN’S FUNCTION REPRESENTATIONS
FOR SEISMIC INTERFEROMETRY

We briefly review two Green’s function representations for
seismic interferometry. Consider a volume V enclosed by
a surface S, with outward pointing normal vector n =
(n1, n2, n3). In V we have an arbitrary inhomogeneous
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medium with acoustic propagation velocity c(x) and mass
density ρ(x) (where x = (x1, x2, x3) is the Cartesian coor-
dinate vector). We consider two points in V, denoted by
coordinate vectors xA and xB , see Figure 1a. We define
the Fourier transform of a time-dependent function u(t) as
û(ω) =

∫ ∞

−∞
exp(−jωt)u(t)dt, with j the imaginary unit

and ω the angular frequency. Assuming the medium in V is
lossless, the correlation-type representation for the acoustic
Green’s function between xA and xB in V reads (Wapenaar
et al. 2005; van Manen et al. 2005)

ˆ̄G(xB ,xA, ω) + Ĝ∗(xB ,xA, ω) = (1)

−

∮

S

1

jωρ(x)

(

∂i
ˆ̄G(xB ,x, ω)Ĝ∗(xA,x, ω)

− ˆ̄G(xB ,x, ω)∂iĜ
∗(xA,x, ω)

)

ni dx

(Einstein’s summation convention applies to repeated lower
case Latin subscripts). This representation is the basic ex-
pression for seismic interferometry (or Green’s function re-
trieval) by crosscorrelation in open systems. The superscript
asterisk ∗ denotes complex conjugation, hence, the products
on the right-hand side correspond to crosscorrelations in the
time domain of observations at two receivers at xA and xB .
The notation ˆ̄G is introduced to denote a reference state
with possibly different boundary conditions at S and/or dif-
ferent medium parameters outside S (but in V the medium

parameters for ˆ̄G are the same as those for Ĝ). The bar is

usually omitted because Ĝ and ˆ̄G are usually defined in the
same medium throughout space. The Green’s functions on
the left-hand side are the Fourier transforms of the response
of a source at xA observed at xB and its time-reversed ver-
sion. Representation (1) is exact, hence, it accounts not only
for the direct wave, but also for primary and multiply scat-
tered waves. Note that the inverse Fourier transform of the
left-hand side gives Ḡ(xB ,xA, t)+G(xB ,xA,−t), from which
Ḡ(xB ,xA, t) and G(xB ,xA,−t) can be obtained by extract-
ing the causal and acausal part, respectively. Porter (1970),
Esmersoy & Oristaglio (1988) and Oristaglio (1989) used
an expression similar to equation (1) (without the bars) in
optical holography, seismic migration and acoustic inverse
scattering, respectively, see Thorbecke & Wapenaar (2007)
and Halliday & Curtis (2010) for a further discussion on the
relation between these different applications of equation (1).

Next, we consider a convolution-type representation for
the Green’s function. We slightly modify the configuration
by taking xA outside S and renaming it xS , see Figure 1b.
For this configuration the convolution-type representation is
given by

Ĝ(xB ,xS , ω) = (2)

−

∮

S

1

jωρ(x)

(

∂i
ˆ̄G(xB ,x, ω)Ĝ(x,xS , ω)

− ˆ̄G(xB ,x, ω)∂iĜ(x,xS , ω)
)

ni dx.

Due to the absence of complex conjugation signs, the prod-
ucts on the right-hand side correspond to crossconvolu-
tions in the time domain. An important difference with the
correlation-type representation is that this representation

remains valid in media with losses. Again, the bar in ˆ̄G refers
to a reference state with possibly different boundary condi-
tions at S and/or different medium parameters outside S.

Slob & Wapenaar (2007) use the electromagnetic equivalent
of equation (2) (without the bars) as the starting point for
interferometry by crossconvolution in lossy media. A dis-
cussion of interferometry by crossconvolution is beyond the
scope of this paper. We will use equation (2) as the starting
point for interferometry by deconvolution in open systems.

By considering ˆ̄G(xB ,x, ω) under the integral as the un-
known quantity, equation (2) needs to be resolved by multi-
dimensional deconvolution.

3 BASIC ASPECTS OF INTERFEROMETRY
BY CROSSCORRELATION

3.1 Simplification of the integral

The correlation-type Green’s function representation (equa-
tion 1) is the basic expression for seismic interferometry by
crosscorrelation in open systems. The right-hand side of this
equation contains a combination of two correlation products.
We show how we can combine these two terms into a single
term. To this end, we assume that the medium at and out-
side S is homogeneous, with constant propagation velocity c

and mass density ρ, for Ĝ as well as for ˆ̄G. In other words, S

is an absorbing boundary for Ĝ and ˆ̄G. Because the bound-

ary conditions are the same, we drop the bar in ˆ̄G in the
remainder of this section. Assuming S is sufficiently smooth,
the normal differential operator ni∂i acting on the Green’s
functions can be replaced by a pseudo-differential operator
−jĤ1, where Ĥ1 is the square-root of the Helmholtz oper-
ator defined on curvilinear coordinates along S. For details
about this operator we refer to Fishman & McCoy (1984),
Wapenaar & Berkhout (1989, Appendix B), Fishman (1993),
and Frijlink & Wapenaar (2010). Hence, for the integral in
equation (1) we may write

∮

S

(

(∂iĜB)Ĝ∗
A − ĜB(∂iĜ

∗
A)

)

ni dx = (3)

∮

S

(

(−jĤ1ĜB)Ĝ∗
A − ĜB(jĤ∗

1Ĝ∗
A)

)

dx =

∮

S

(−j(Ĥ1 + Ĥ∗
1)ĜB)Ĝ∗

A dx,

where we used the fact that Ĥ1 is symmetric [in the sense
that

∮

(Ĥ1f)g dx =
∮

f(Ĥ1g) dx]. Note that ĜA and ĜB

stand for Ĝ(xA,x, ω) and Ĝ(xB ,x, ω), respectively. Zheng
(2010) and Zheng et al. (2011) evaluate the kernel of
−j(Ĥ1 + Ĥ∗

1) analytically for a number of special cases and
show that in theory this may lead to an exact retrieval of
the Green’s function. For most practical applications some
further approximations need to be made. If we ignore the
contribution of evanescent waves, we may approximate Ĥ∗

1

by Ĥ1, hence
∮

S

(−j(Ĥ1 + Ĥ∗
1)ĜB)Ĝ∗

A dx ≈

2

∮

S

(−jĤ1ĜB)Ĝ∗
A dx = 2

∮

S

(ni∂iĜB)Ĝ∗
A dx. (4)

In the high-frequency regime, the derivatives of these
Green’s functions can be approximated by multiplying
each constituent (direct wave, scattered wave, etc.) by
−jk | cos α|, where k = ω/c, and α is the angle between the
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relevant ray and the normal on S. The main contributions to
the integral in equation (1) come from stationary points on

S. At those points the ray angles for Ĝ and ˆ̄G are identical
(for a simple proof, see the Appendix in Wapenaar et al.
(2010a)). Hence, at each stationary point we can simplify
the integrand of equation (1) as follows
(

(∂i
ˆ̄G)Ĝ∗ − ˆ̄G(∂iĜ

∗)
)

ni =

−jk | cos α|
(

ˆ̄GĜ∗ − ˆ̄G(−Ĝ∗)
)

=

−2jk | cos α| ˆ̄GĜ∗ = 2(ni∂i
ˆ̄G)Ĝ∗.

Using equations (3) and (4) in equation (1) and rewrit-
ing x as xS (standing for the source coordinate vector),
and dropping the bars (because we considered the same

boundary conditions for Ĝ and ˆ̄G), we obtain

Ĝ(xB ,xA, ω) + Ĝ∗(xB ,xA, ω) = (5)

−
2

jωρ

∮

Ssrc

(

ni∂
S
i Ĝ(xB ,xS , ω)

)

Ĝ∗(xA,xS , ω) dxS ,

where the superscript S in ∂S
i denotes that the differenti-

ation is carried out with respect to the components of xS .
Note that we added a subscript ‘src’ in Ssrc to denote that
the integration surface contains the sources of the Green’s
functions. The integrand of equation (5) contains a single
crosscorrelation product of dipole and monopole source re-
sponses. When only monopole responses are available, the
operation ni∂

S
i can be replaced by a pseudo-differential

operator acting along Ssrc, or in the high-frequency approx-
imation by multiplications with −jk | cos α|, where k = ω/c,
and α is the angle between the relevant ray and the nor-
mal on S at the stationary points. when the ray angles are
known. Hence, for controlled-source interferometry, in which
case the source positions are known and Ssrc is usually a
smooth surface, equation (5) is a useful expression. In pas-
sive interferometry, the positions of the sources are unknown
and Ssrc can be very irregular. In that case the best one can
do is to replace the operation ni∂

S
i by a factor −jk, which

leads to

Ĝ(xB ,xA, ω) + Ĝ∗(xB ,xA, ω) ≈ (6)

2

ρc

∮

Ssrc

Ĝ(xB ,xS , ω)Ĝ∗(xA,xS , ω) dxS .

Equation (6) is accurate when Ssrc is a sphere with a very
large radius, but it involves amplitude errors when Ssrc is
finite. Moreover, spurious events may occur due to incom-
plete cancelation of contributions from different stationary
points. However, since the approximation does not affect the
phase, equation (6) is usually considered acceptable for seis-
mic interferometry. Note that for a modified Green’s func-
tion Ĝ = Ĝ/jω we have, instead of equation (6),

Ĝ(xB ,xA, ω) − Ĝ∗(xB ,xA, ω) ≈ (7)

−
2jω

ρc

∮

Ssrc

Ĝ(xB ,xS , ω)Ĝ∗(xA,xS , ω) dxS

(Wapenaar & Fokkema 2006). Both equations (6) and (7)
are used in the literature on seismic interferometry. Because
of the simple relation between Ĝ and Ĝ, these equations
are completely interchangeable. In the following we continue

with equation (6). In the time domain this equation reads

G(xB ,xA, t) + G(xB ,xA,−t) ≈ (8)

2

ρc

∮

Ssrc

G(xB ,xS , t) ∗ G(xA,xS ,−t) dxS .

The in-line asterisk ∗ denotes temporal convolution, but the
time-reversal of the second Green’s function turns the convo-
lution into a correlation. Equation (8) shows that the cross-
correlation of two Green’s functions observed by receivers
at xA and xB , followed by an integration along the sources,
gives the Green’s function between xA and xB plus its time-
reversed version.

3.2 Transient and noise sources

For practical situations the Green’s functions in the right-
hand side of equation (8) should be replaced by responses
of real sources, i.e., Green’s functions convolved with source
functions. When the source functions are transients, s(xS , t),
we write for the responses at xA and xB

u(xA,xS , t) = G(xA,xS , t) ∗ s(xS , t), (9)

u(xB ,xS , t) = G(xB ,xS , t) ∗ s(xS , t). (10)

For this situation, we define a correlation function
C(xB ,xA, t) as

C(xB ,xA, t) =

∮

Ssrc

F(xS , t)∗u(xB ,xS , t)∗u(xA,xS ,−t) dxS ,

(11)
where F(xS , t) is a filter that compensates for the variations
of the autocorrelation of the source function, in such a way
that

F(xS , t) ∗ s(xS , t) ∗ s(xS ,−t) = S(t), (12)

where S(t) is some (arbitrarily chosen) average autocorrela-
tion. Substituting equations (9) and (10) into equation (11),
using equation (12) and comparing the result with equation
(8) gives

{G(xB ,xA, t) + G(xB ,xA,−t)} ∗ S(t) ≈
2

ρc
C(xB ,xA, t).

(13)
When the source functions are simultaneously acting

noise signals, N(xS , t), the responses at xA and xB are given
by

u(xA, t) =

∮

Ssrc

G(xA,xS , t) ∗ N(xS , t) dxS , (14)

u(xB , t) =

∮

Ssrc

G(xB ,x′
S , t) ∗ N(x′

S , t) dx′
S . (15)

We assume that two noise sources N(xS , t) and N(x′
S , t) are

mutually uncorrelated for any xS 6= x′
S on Ssrc and that their

autocorrelations are independent of xS . Hence, we assume
that these noise sources obey the relation

〈N(x′
S , t) ∗ N(xS ,−t)〉 = δ(xS − x′

S)S(t), (16)

where 〈·〉 denotes ensemble averaging and S(t) the autocor-
relation of the noise. Note that δ(xS − x′

S) is defined for
xS and x′

S both on Ssrc. This time we define the correlation
function as

C(xB ,xA, t) = 〈u(xB , t) ∗ u(xA,−t)〉. (17)
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Figure 2. (a) Illustration of interferometry by crosscorrelation

(equations (11) and (13)) for the situation of direct-wave inter-
ferometry. The responses u(xA,xS , t) and u(xB ,xS , t) are cross-
correlated and the results for all sources xS are integrated along
the source boundary Ssrc. The correlation function is approxi-

mately proportional to G(xB ,xA, t)∗S(t). (b) Idem, for reflected-
wave interferometry.

In practice, the ensemble averaging is replaced by integrat-
ing over sufficiently long time and/or averaging over dif-
ferent time intervals. Substituting equations (14) and (15)
into equation (17), using equation (16) and comparing the
result with equation (8) gives again equation (13). Hence,
whether we consider transient or noise sources, equation (13)
states that a properly defined correlation function gives the
Green’s function plus its time-reversed version, convolved
with the autocorrelation of the source function.

In most practical situations, sources are not available on
a closed boundary. When a part of the integration boundary
is a free surface, the integrals need only be evaluated over
the remaining part of the boundary, hence, sources need
only be available on an open boundary Ssrc that, together
with the free surface, forms a closed boundary. This situa-
tion occurs in passive reflected-wave interferometry (section
6.2). In many other situations the closed source boundary
is replaced by an open surface, simply because the available
source aperture is restricted to an open boundary. This is

illustrated in Figure 2a for the situation of direct-wave inter-
ferometry and in Figure 2b for controlled-source reflected-
wave interferometry (these configurations will be discussed
in more detail in sections 6.1 and 5.1, respectively). Since
the underlying representation (equation 1) is of the correla-
tion type (in which one of the Green’s functions is backward
propagating), radiation conditions do not apply anywhere
on S, hence, replacing the closed surface by an open sur-
face necessarily leads to approximations. For the situation
of direct-wave interferometry (Figure 2a) the main effect is
that the correlation function C(xB ,xA, t) is approximately
proportional to G(xB ,xA, t)∗S(t), i.e, the time-reversed ver-
sion of the Green’s function in equation (13) is not recovered
(see e.g. Miyazawa et al. (2008)). For reflected-wave inter-
ferometry (Figure 2b), one-sided illumination can lead to se-
vere distortions of the retrieved Green’s function. Moreover,
Snieder et al. (2006b) show that even for very simple configu-
rations it may lead to spurious multiples. A partial solution,
implemented by Bakulin & Calvert (2006), is the applica-
tion of a time window to u(xA,xS , t) in equation (11), with
the aim of selecting direct waves only. Another approach is
up/down decomposition. Figure 2b suggests to replace the
total fields u(xA,xS , t) and u(xB ,xS , t) by downward and
upward propagating fields u+(xA,xS , t) and u−(xB ,xS , t)
(of course this decomposition requires that multi-component
data are available). With this decomposition, equation (11)
could be replaced by

C(xB ,xA, t) =
∫

Ssrc

F(xS , t) ∗ u−(xB ,xS , t) ∗ u+(xA,xS ,−t) dxS ,(18)

with C(xB ,xA, t) approximately proportional to
G(xB ,xA, t) ∗ S(t). This approach is followed by Mehta
et al. (2007a) and van der Neut & Wapenaar (2009), who
show that decomposition prior to crosscorrelation indeed
leads to a reduction of the spurious multiples. Nevertheless,
also the application of equation (18) does not lead to an
undistorted recovery of the Green’s function. An important
aspect of interferometry by MDD, discussed in the next
section, is that the approximations of one-sided illumination
are avoided in a natural way.

4 BASIC ASPECTS OF INTERFEROMETRY
BY MULTI-DIMENSIONAL
DECONVOLUTION (MDD)

4.1 Simplification of the integral

The convolution-type Green’s function representation (equa-
tion 2) is the basic expression for seismic interferometry by
multi-dimensional deconvolution in open systems. The right-
hand side of this equation contains a combination of two con-
volution products. We show how we can combine these two

terms into a single term. The Green’s function ˆ̄G(xB ,x, ω)
under the integral is the unknown that we want to resolve by
MDD. The Green’s function Ĝ(xB ,xS , ω) on the left-hand
side and Ĝ(x,xS , ω) under the integral are related to the
observations. Hence, Ĝ is defined in the actual medium in-

side as well as outside S, but for ˆ̄G we are free to choose
convenient boundary conditions at S. In the following we let

S be an absorbing boundary for ˆ̄G(xB ,x, ω) = ˆ̄G(x,xB , ω),
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so that ˆ̄G(x,xB , ω) is outward propagating at S. Further-
more, we write Ĝ(x,xS , ω) as the superposition of an in-
ward and outward propagating part at x on S, according
to Ĝ(x,xS , ω) = Ĝin(x,xS , ω) + Ĝout(x,xS , ω). Assuming
S is sufficiently smooth, we replace the differential operator
ni∂i again by a pseudo-differential operator ±jĤ1, this time
for a medium with losses (Wapenaar et al. 2001). The plus-
and minus-sign in ±jĤ1 correspond to inward and outward
propagating waves, respectively. Hence, we may write for the
integral in equation (2), using the fact that Ĥ1 is symmetric,

∮

S

(

(∂i
ˆ̄GB)(Ĝin

S + Ĝout
S ) − ˆ̄GB∂i(Ĝ

in
S + Ĝout

S )
)

ni dx =

∮

S

(

(−jĤ1
ˆ̄GB)(Ĝin

S + Ĝout
S ) − ˆ̄GBjĤ1(Ĝ

in
S − Ĝout

S )
)

dx =

2

∮

S

(−jĤ1
ˆ̄GB)Ĝin

S dx = 2

∮

S

(ni∂i
ˆ̄GB)Ĝin

S dx, (19)

where Ĝ
in/out
S and ˆ̄GB stand for Ĝin/out(x,xS , ω) and

ˆ̄G(xB ,x, ω), respectively.
In the high-frequency regime, the derivatives are

approximated by multiplying each constituent with
±jk| cos α|. The main contributions come from stationary
points on S, which are different for terms containing Ĝin

than for those containing Ĝout. For terms containing Ĝin we
have at the stationary points
(

(∂i
ˆ̄G)Ĝin − ˆ̄G(∂iĜ

in)
)

ni =

−jk | cos α|
(

ˆ̄GĜin − ˆ̄G(−Ĝin)
)

=

−2jk | cos α| ˆ̄GĜin = 2(ni∂i
ˆ̄G)Ĝin,

whereas for terms containing Ĝout we have
(

(∂i
ˆ̄G)Ĝout − ˆ̄G(∂iĜ

out)
)

ni =

−jk | cos α|
(

ˆ̄GĜout − ˆ̄GĜout
)

= 0.

Using this in equation (2), assuming ρ is constant on S, we
obtain

Ĝ(xB ,xS , ω) =

−2

jωρ

∮

Srec

(

ni∂i
ˆ̄G(xB ,x, ω)

)

Ĝin(x,xS , ω) dx. (20)

We added a subscript ‘rec’ in Srec to denote that the inte-
gration surface contains the receivers of the Green’s function
Ĝin. For convenience we introduce a dipole Green’s function,
defined as

ˆ̄Gd(xB ,x, ω) =
−2

jωρ

(

ni∂i
ˆ̄G(xB ,x, ω)

)

, (21)

so that equation (20) simplifies to

Ĝ(xB ,xS , ω) =

∮

Srec

ˆ̄Gd(xB ,x, ω)Ĝin(x,xS , ω) dx. (22)

In the underlying representation (equation 2) it was assumed
that xB lies in V. In several applications of MDD xB is a
receiver on Srec. For those applications we take xB just inside
Srec to avoid several subtleties of taking xB on Srec. In those
applications it is often useful to consider only the outward
propagating part of the field at xB . Applying decomposition
at both sides of equation (22) gives

Ĝout(xB ,xS , ω) =

∮

Srec

ˆ̄Gd
out(xB ,x, ω)Ĝin(x,xS , ω) dx.

(23)

Equation (23) is nearly the same (except for a different
normalization) as our previously derived one-way represen-
tation for MDD (Wapenaar et al. 2008a). In the follow-
ing we continue with the notation of equation (22), where

Ĝ(xB ,xS , ω) and ˆ̄Gd(xB ,x, ω) may stand for the total or the
outward propagating fields at xB , depending on the applica-
tion. In most practical situations, receivers are not available
on a closed boundary, so the integration in equation (22) is
necessarily restricted to an open receiver boundary Srec. As
long as the source position xS is located on one at the ap-
propriate side of Srec (i.e., outside V), it suffices to take the
integral over this open receiver boundary: since the under-
lying representation (equation 2) is of the convolution type,
radiation conditions apply on the half-sphere that closes the
boundary (assuming the half-sphere boundary is absorbing
and its radius is sufficiently large), meaning that the contri-
bution of the integral over that half-sphere vanishes. Hence,
in the following we replace the closed boundary integral by
an open boundary integral. In the time domain equation
(22) thus becomes

G(xB ,xS , t) =

∫

Srec

Ḡd(xB ,x, t) ∗ Gin(x,xS , t) dx. (24)

Unlike the correlation-type representation (equation 8),
which holds under the condition that Ssrc is a closed surface
with very large radius, the convolution-type representation
of equation (24) holds as long as the open surface Srec is suf-
ficiently smooth and xB and xS lie at opposite sides of Srec.
Moreover, whereas equation (8) only holds for lossless me-
dia, equation (24) also holds in media with losses. Equation
(24) is an implicit representation of the convolution type for
Ḡd(xB ,x, t). If it were a single equation, the inverse prob-
lem would be ill-posed. However, equation (24) holds for
each source position xS (outside V), which we will denote

from hereon by x
(i)
S , where i denotes the source number.

Solving the ensemble of equations for Ḡd(xB ,x, t) involves
MDD.

4.2 Transient sources

For practical applications the Green’s functions G and Gin

in equation (24) should be replaced by responses of real
sources, i.e., Green’s functions convolved with source func-
tions. For transient sources we may write for the responses
at x and xB

uin(x,x
(i)
S , t) = Gin(x,x

(i)
S , t) ∗ s(i)(t), (25)

u(xB ,x
(i)
S , t) = G(xB ,x

(i)
S , t) ∗ s(i)(t). (26)

Hence, by convolving both sides of equation (24) with s(i)(t)
we obtain

u(xB ,x
(i)
S , t) =

∫

Srec

Ḡd(xB ,x, t) ∗ uin(x,x
(i)
S , t) dx. (27)

Here u(xB ,x
(i)
S , t) and Ḡd(xB ,x, t) may stand for the to-

tal or the outward propagating fields at xB . We discuss the
modifications for noise sources in section 4.4 and for simul-
taneous source acquisition in section 4.5.

Equation (27) is illustrated in Figure 3a for the situation
of direct-wave interferometry and in Figure 3b for reflected-
wave interferometry (with superscripts “out” added). Note
that we consider the sources to be irregularly distributed in
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Figure 3. (a) Illustration of the convolutional model (equa-
tion 27), underlying interferometry by MDD for the situa-
tion of direct-wave interferometry. The inward propagating field

uin(x,x
(i)
S , t) is convolved with Ḡd(xB ,x, t) and the results for all

receivers x are integrated along the receiver boundary Srec, giving

the response u(xB ,x
(i)
S , t). Assuming equation (27) is available

for many source positions x
(i)
S , the Green’s function Ḡd(xB ,x, t)

can be retrieved by MDD. (b) Idem, for reflected-wave interfer-

ometry, with u(xB ,x
(i)
S , t) and Ḡd(xB ,x, t) replaced by the out-

going fields uout(xB ,x
(i)
S , t) and Ḡd

out(xB ,x, t), respectively. (c)

Illustration of the point-spread function Γ(x,xA, t) (equation 30),
defined as the crosscorrelation of the inward propagating fields at
x and xA on Srec, summed over the sources. In the ideal case
it is proportional to a band-limited delta function on Srec, but

in practice there are many factors that make it different from a
delta function.

space. This is possible because equation (27) holds for each
source separately whereas the integration is performed along
the receivers. The configurations in Figures 3a and b will be
discussed in more detail in sections 6.1 and 5.

Although in the derivation of equation (27) we tacitly

assumed a point source of volume injection rate at x
(i)
S , equa-

tion (27) holds equally well for other types of sources at x
(i)
S ,

such as volume force or dislocation sources. The source also
is not necessarily a point source. For an extended source,
both sides of equation (27) can be integrated along the ex-
tended source, yielding an equation with exactly the same
form, but with uin(x,x

(i)
S , t) and u(xB ,x

(i)
S , t) being the re-

sponses of the extended source.

4.3 Relation with the correlation method

Solving equation (27) in a least-squares sense is equivalent
to solving its normal equation (Menke 1989). We obtain the
normal equation by crosscorrelating both sides of equation
(27) with uin(xA,x

(i)
S , t) (with xA on Srec) and taking the

sum over all sources (van der Neut et al. 2010). This gives

C(xB ,xA, t) =

∫

Srec

Ḡd(xB ,x, t) ∗ Γ(x,xA, t) dx, (28)

where

C(xB ,xA, t) (29)

=
∑

i

u(xB ,x
(i)
S , t) ∗ uin(xA,x

(i)
S ,−t)

=
∑

i

G(xB ,x
(i)
S , t) ∗ Gin(xA,x

(i)
S ,−t) ∗ S(i)(t),

Γ(x,xA, t) (30)

=
∑

i

uin(x,x
(i)
S , t) ∗ uin(xA,x

(i)
S ,−t)

=
∑

i

Gin(x,x
(i)
S , t) ∗ Gin(xA,x

(i)
S ,−t) ∗ S(i)(t),

with

S(i)(t) = s(i)(t) ∗ s(i)(−t). (31)

Equation (28) shows that the correlation function
C(xB ,xA, t) is proportional to the sought Green’s function
Ḡd(xB ,x, t) with its source smeared in space and time by
Γ(x,xA, t).

Note that C(xB ,xA, t) as defined in equation (29) is a
correlation function with a similar form as the one defined
in equation (11). There are also some notable differences.
In equation (11) an integration takes place along the source
boundary Ssrc, whereas equation (29) involves a summation
over individual sources. Of course in practical situations the
integral in equation (11) needs to be replaced by a summa-
tion as well, but this should be done carefully, obeying the
common restrictions for discretization of continuous inte-
grands. On the other hand, the summation in equation (29)
simply takes place over the available sources and as such
puts no restrictions on the regularity of the source distribu-
tion. We will hold on to the integral notation in equation
(11) versus the summation notation in equation (29) to ex-
press the differences in the assumptions on the regularity
of the source distribution. The effect of this difference in
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assumptions will be illustrated in sections 6.1 and 6.2. An-
other difference is that in equation (11) the full wave fields
at xA and xB are crosscorrelated, whereas in equation (29)
the inward propagating part of the wavefield at xA is cross-
correlated with the full (or outward propagating) wave field
at xB . The final difference is the filter F(xS , t) in equation
(11) which shapes the different autocorrelations of the dif-
ferent sources to an average autocorrelation function S(t);
in equation (29) this filter is not needed.

Γ(x,xA, t) as defined in equation (30) is the crosscor-
relation of the inward propagating wave fields at x and xA,
summed over the sources (van der Neut et al. 2010), see
Figure 3c. We call Γ(x,xA, t) the space-time point-spread
function. If we would have a regular distribution of sources
with equal autocorrelation functions S(t) along a large
planar source boundary, and if the medium between the
source and receiver boundaries were homogeneous and loss-
less, the point-spread function would approach a temporally
and spatially band-limited delta function, see Appendix A
for details. Hence, for this situation equation (28) merely
states that the correlation function C(xB ,xA, t) is propor-
tional to the response of a temporally and spatially band-
limited source. Γ(x,xA, t) ≈ (ρc/2)2δ(x − xA)S(t) [here
δ(x − xA) is defined for x and xA both on Srec; the
approximation sign accounts for the fact that even under
these ideal circumstances the point-spread function is
spatially band-limited because the correlation in equation
(30) does not compensate for evanescent waves]. Hence,
for this situation, equation (28) would simplify to
C(xB ,xA, t) ≈ (ρc/2)2Ḡd(xB ,xA, t) ∗ S(t), so the Green’s
function Ḡd(xB ,xA, t) could be simply obtained by
deconvolving the correlation function C(xB ,xA, t) for S(t).
In practice, there are many factors that make the point-
spread function Γ(x,xA, t) deviate from a band-limited delta
function. Among these factors are simultaneous source ac-
quisition (section 4.5), medium inhomogeneities (section
5.1), multiple reflections in the illuminating wavefield (sec-
tion 5.2), intrinsic losses (section 5.3), irregularity of the
source distribution (sections 6.1 and 6.2), etc. For all those
cases equation (28) shows that the point-spread function
blurs the source of the Green’s function in the spatial direc-
tions and generates ghosts (“spurious multiples”, Snieder
et al. (2006b)) in the temporal direction. MDD involves in-
verting equation (28), see section 4.6. Ideally, this removes
the distorting effects of the space-time point-spread func-
tion Γ(x,xA, t) from the correlation function C(xB ,xA, t)
and yields an estimate of the Green’s function Ḡd(xB ,x, t).

Note that the space-time point-spread function
Γ(x,xA, t) plays a similar role in interferometry by MDD
as the spatial point-spread function (or spatial resolution
function) in optical, acoustical and seismic imaging systems
(Born & Wolf 1965; Norton 1992; Miller et al. 1987; Schus-
ter & Hu 2000; Gelius et al. 2002; Lecomte 2008; Toxopeus
et al. 2008; van Veldhuizen et al. 2008). For example, in
seismic migration the point-spread function is defined as
the migration result of the response of a single point scat-
terer. It is a useful tool to assess migration results in relation
with geological parameters, background model, acquisition
parameters, etc. Moreover, it is sometimes used in migra-
tion deconvolution to improve the spatial resolution of the
migration image (Hu et al. 2001; Yu et al. 2006). In a similar
way, van der Neut & Thorbecke (2009) use the space-time

point-spread function Γ(x,xA, t) to assess the quality of the
virtual source obtained by correlation-based interferometry.
Moreover, analogous to migration deconvolution, interfer-
ometry by MDD (i.e., inversion of equation (28)) aims at
deblurring and deghosting the virtual source. An important
difference is that the interferometric space-time point-spread
function is obtained from measured responses, whereas the
spatial point-spread function used in migration deconvolu-
tion is modeled in a background medium. As a result, the
interferometric point-spread function accounts much more
accurately for the distorting effects of the medium inhomo-
geneities, including multiple scattering.

4.4 Noise sources

We show that equation (28) also holds for the situation of si-
multaneously acting uncorrelated noise sources. To this end,
we define the correlation function and the point-spread func-
tion, respectively, as

C(xB ,xA, t) = 〈u(xB , t) ∗ uin(xA,−t)〉, (32)

Γ(x,xA, t) = 〈uin(x, t) ∗ uin(xA,−t)〉, (33)

where the noise responses are defined as

uin(xA, t) =
∑

i

Gin(xA,x
(i)
S , t) ∗ N (i)(t), (34)

uin(x, t) =
∑

j

Gin(x,x
(j)
S , t) ∗ N (j)(t), (35)

u(xB , t) =
∑

j

G(xB ,x
(j)
S , t) ∗ N (j)(t), (36)

in which the noise signals are assumed to be mutually un-
correlated, according to

〈N (j)(t) ∗ N (i)(−t)〉 = δijS
(i)(t). (37)

Upon substitution of equations (34) − (36) into equations
(32) and (33), using equation (37), it follows that the cor-
relation function and the point-spread function as defined
in equations (32) and (33) are identical to those defined in
equations (29) and (30). Hence, whether we consider tran-
sient or noise sources, equation (28) is the relation that
needs to be inverted by MDD to resolve the Green’s function
Ḡd(xB ,x, t).

Note that the correlation function C(xB ,xA, t) as de-
fined in equation (32) resembles that defined in equation
(17). There are again three main differences. Equation (17)
is the correlation of noise responses which are defined as in-
tegrals over sources on Ssrc (equations 14 and 15), whereas
the correlated responses in equation (32) are defined as sum-
mations over individual sources (equations 34 and 36). As
mentioned before, this reflects the difference in assumptions
on the regularity of the source distribution (see sections 6.1
and 6.2). Furthermore, in equation (17) the full noise fields
at xA and xB are crosscorrelated, whereas in equation (32)
the inward propagating part of the noise field at xA is cross-
correlated with the full (or outward propagating) noise field
at xB . Finally, an underlying assumption of equation (17)
is that the noise sources all have the same autocorrelation
function S(t) (equation 16), whereas equation (32) is still
valid when the autocorrelations of the different sources are
different from one another (equation 37).
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4.5 Simultaneous source acquisition (or “blended
acquisition”)

A new trend in the seismic exploration community is simul-
taneous source acquisition, also known as blended acquisi-
tion (Beasley et al. 1998; Bagaini 2006; Ikelle 2007; Stefani
et al. 2007; Howe et al. 2007; Hampson et al. 2008; Berkhout
2008). Seismic sources are fired with relatively small inter-
vals to reduce the total acquisition time. As a result, the
seismic response can be seen as a superposition of time-
delayed seismic shot records. Using standard shot-record
oriented processing and imaging, “crosstalk” between the
sources causes the images to be noisy. The crosstalk noise
can be reduced by using phase-encoded sources (Bagaini
2006; Ikelle 2007) or simultaneous noise sources (Howe et al.
2007), by randomizing the time interval between the shots
(Stefani et al. 2007; Hampson et al. 2008), or by inverting
the “blending operator” (Berkhout 2008). Here we briefly
discuss deblending as a form of seismic interferometry by
MDD.

Consider the configuration depicted in Figure 4, where
σ

(m) denotes a group of source positions x
(i)
S . Although the

figure suggests that these sources are adjacent to each other,
they may also be randomly selected from the total array of
sources. Assuming the source at x

(i)
S emits a delayed source

wavelet s(i)(t− ti), the blended inward and outward propa-
gating fields at Srec are given by

uin(x, σ(m), t) =
∑

x
(i)
S

∈σ(m)

Gin(x,x
(i)
S , t) ∗ s(i)(t − ti),

(38)

uout(xB , σ(m), t) =
∑

x
(i)
S

∈σ(m)

Gout(xB ,x
(i)
S , t) ∗ s(i)(t − ti),

(39)

where x
(i)
S ∈ σ

(m) denotes that the summation takes place

over all source positions x
(i)
S in group σ

(m). By convolving
both sides of equation (24) with s(i)(t − ti) and summing
over all sources in σ

(m) we obtain, analogous to equation
(27),

uout(xB , σ(m), t) =

∫

Srec

Ḡout
d (xB ,x, t) ∗ uin(x, σ(m), t) dx.

(40)
When the indicated receivers on Srec are real receivers in a
borehole, then uout(xB , σ(m), t) and uin(x, σ(m), t) are (de-
composed) measured blended wave fields in the borehole.
On the other hand, in case of surface data acquisition,
uout(xB , σ(m), t) represents the blended data after model-
based receiver redatuming to Srec and uin(x, σ(m), t) repre-
sents the blended sources, forward extrapolated through the
model to Srec.

Analogous to section 4.3 we obtain the normal equa-
tion by crosscorrelating both sides of equation (40) with
uin(xA, σ(m), t) (with xA on Srec) and taking the sum over
all source groups σ

(m). This gives

C(xB ,xA, t) =

∫

Srec

Ḡout
d (xB ,x, t) ∗ Γ(x,xA, t) dx, (41)

( )i
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in ( )( , , )m
u tx  

B
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Figure 4. Convolutional model underlying deblending by MDD.

where

C(xB ,xA, t) (42)

=
∑

m

uout(xB , σ(m), t) ∗ uin(xA, σ(m),−t),

Γ(x,xA, t) (43)

=
∑

m

uin(x, σ(m), t) ∗ uin(xA, σ(m),−t).

The correlation function defined in equation (42) is sim-
ilar to that in equation (29), except that it is contami-
nated by crosstalk between the sources within each source
group σ

(m). The point-spread function defined in equa-
tion (43) also contains crosstalk contributions. In section
5.1 we present some examples of this point-spread func-
tion. Deblending involves inverting equation (41) by MDD.
Ideally this eliminates the crosstalk from the correlation
function and gives the deblended virtual source response
Ḡout

d (xB ,x, t).
The discussed deblending process has two interesting

limiting cases. When each source group σ
(m) consists of a

single source, the we obtain the expressions for transient
sources discussed in sections 4.2 and 4.3. On the other hand,
when there is only one source group containing all sources
and when the source wavelets are replaced by mutually un-
correlated noise signals, then we obtain the expressions for
noise sources discussed in section 4.4.

4.6 Resolving the Green’s function

Interferometry by MDD essentially involves inversion of
equation (28) (or 41). We formally define the inverse of the
point-spread function Γ(x,xA, t) as Γinv(xA,x′, t), obeying
the relation

δ(x − x′)δ(t) =
∫

Srec
Γ(x,xA, t) ∗ Γinv(xA,x′, t) dxA,

where δ(x − x′) is defined for x and x′ both on Srec. With
this inverse point-spread function, interferometry by MDD
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is formally described by

Ḡd(xB ,x′, t) =
∫

Srec
C(xB ,xA, t) ∗ Γinv(xA,x′, t) dxA.

In general, the existence of the inverse of the point-spread
function Γinv(xA,x′, t) is not guaranteed. Recall from equa-
tions (30), (33) and (43) that the point-spread function (ex-
plicitly or implicitly) involves a summation over source po-

sitions. according to
∑

i uin(x,x
(i)
S , t) ∗ uin(xA,x

(i)
S ,−t). To

compute this function, the source positions do not need to be
known and the source distribution does not need to be reg-
ular, but clearly the well-posedness of its inverse depends
on the number of available sources, the total source aper-
ture and the source bandwidth. In practical situations a
spectral analysis of the point-spread function helps to as-
sess for which spatial and temporal frequencies the inver-
sion can be carried out (van der Neut et al. 2011). The delta
functions on the left-hand side of equation (xx) will always
be approximated by band-limited functions.

For the actual inversion of equation (28) (or 41) we
transform this equation to the frequency domain and re-
place the integration along the receivers by a summation,
according to

Ĉ(xB ,x
(l)
A , ω) =

∑

k

ˆ̄Gd(xB ,x(k), ω)Γ̂(x(k),x
(l)
A , ω), (44)

for all x
(l)
A on the receiver surface Srec. Note that this dis-

cretization assumes a regular sampling of the receiver co-
ordinate x(k). This is not a severe restriction a less severe
restriction than that for discretizing a source integral (like
the one in equation (11)), because the receivers are usually
often well sampled and their positions are usually known.
In case of irregular receiver sampling, a regularization pro-
cedure (Duijndam et al. 1999) could be applied prior to
inverting equation (44). The system of equations (44) can

be solved for ˆ̄Gd(xB ,x(k), ω) for each frequency component
separately. In practice this is done by a stabilized matrix
inversion per frequency component, while taking care of
the limitations discussed above. Transforming the end-result
back to the time domain gives a band-limited estimate of
Ḡd(xB ,x(k), t), which completes the MDD process.

It is beyond the scope of this paper to discuss the nu-
merical aspects of the matrix inversion. The inversion is
similar to that proposed by Berkhout (1982) and Wape-
naar & Berkhout (1989) in the context of inverse seismic
wavefield extrapolation and imaging. Tanter et al. (2000)
apply matrix inversion to a measured wave-field propaga-
tor in the context of the time-reversal method and thus
improve the source imaging capabilities of that method.
Whereas Berkhout (1982) proposes least-squares inversion,
Tanter et al. (2000) employ singular-value decomposition
to invert the matrix. Similarly, in seismic interferometry by
MDD the matrix inversion can be done by least-squares in-
version (Wapenaar et al. 2008b) or by singular-value decom-
position (Minato et al. 2011). We refer to van der Neut et al.
(2011) for a discussion on the stability aspects of interfer-
ometry by MDD, and to Ruigrok et al. (2010) and Hunziker
et al. (2011) for a discussion on the sampling and illumina-
tion aspects.

Within the spectral band for which the point-spread
function is invertible, the MDD approach compensates for
differences in the source types, variations of the autocorre-

lation functions, nonuniform radiation characteristics and
even spatially extended sources (e.g. plane-wave sources
with different directions, as in teleseismic data) because all
these effects are accounted for in the underlying equations
(27) and (40). The application inversion of equation (28)
(or 41) requires that data are acquired on a regular (or reg-
ularizable) receiver array. Moreover, for the application of
equations (29), (30), (32), (33), (42) and (43) it is required
that the inward propagating field can be separated from the
total field in one way or another. The latter aspect will be
discussed on a case-by-case basis in the example sections.

Interferometry by MDD is from a theoretical point of
view more accurate than the crosscorrelation approach but
the involved processing is less attractive because it is not a
trace-by-trace process but involves the inversion of a large
system of equations. In sections 5 and 6 we discuss several
applications and demonstrate that MDD has the potential
to improve the radiation pattern of the virtual source, ac-
count for crosstalk of simultaneous source acquisition, sup-
press multiples, account for dissipation and correct for an
irregular source distribution.

4.7 Vectorial fields

Until now we considered scalar fields. For vectorial fields
the representations and algorithms are straightforward ex-
tensions of those discussed above. Here we discuss the main
modifications. The convolutional representation (27) is for
vectorial fields extended to

u(xB ,x
(i)
S , t) =

∫

Srec

Ḡd(xB ,x, t) ∗ uin(x,x
(i)
S , t) dx (45)

(the integrand is a convolutional matrix-vector product).

Here uin(x,x
(i)
S , t) and u(xB ,x

(i)
S , t) are the inward prop-

agating and total (or outward propagating) field vectors,

respectively, due to transient sources at x
(i)
S (in the case

of simultaneous source acquisition, the source positions x
(i)
S

need to be replaced by source groups σ
(m)). For example, for

the situation of elastodynamic waves these the field vectors
are defined as

uin =





Φin

Ψin

Υin



 and u =





Φ
Ψ
Υ



 , (46)

where Φ, Ψ and Υ represent P , S1 and S2 waves, respec-
tively. In practice these fields are obtained by applying de-
composition of multi-component data. Moreover, for this sit-
uation, Ḡd(xB ,x, t) can be written as

Ḡd(xB ,x, t) =





Ḡφ,φ
d Ḡφ,ψ

d Ḡφ,υ
d

Ḡψ,φ
d Ḡψ,ψ

d Ḡψ,υ
d

Ḡυ,φ
d Ḡυ,ψ

d Ḡυ,υ
d



 (xB ,x, t), (47)

where the Green’s function Ḡp,q
d (xB ,x, t) is the dipole re-

sponse (analogous to equation (21)) of the medium in V

(with absorbing boundary conditions at Srec) in terms of an
inward propagating q-type wave field at source position x
and a total (or outward propagating) p-type wave field at
receiver position xB (Wapenaar & Berkhout 1989). When

the sources at x
(i)
S are multi-component sources, equation

(45) can be extended to

U(xB ,x
(i)
S , t) =

∫

Srec

Ḡd(xB ,x, t) ∗ Uin(x,x
(i)
S , t) dx, (48)
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where Uin and U are matrices of which the columns contain
field vectors uin and u for different source components (sim-
ilar as the different columns of Ḡd are related to different
source types). Equations (45) and (48) are not restricted to
the elastodynamic situation but apply to any vectorial wave
or diffusion field, including electromagnetic, poroelastic and
seismoelectric fields (Wapenaar et al. 2008a).

Interferometry by MDD means that equation (48) needs
to be solved for Ḡd(xB ,x, t). Similar as for the scalar situa-
tion, the well-posedness of this inverse problem depends on
the number of available sources, the source aperture, the
bandwidth, and, in addition, the number of independent
source components. Since the Green’s matrix is resolved by
MDD, the sources do not need to be regularly distributed
and the source components do not need to be mutually or-
thonormal.

Similar as in the scalar case, to obtain the normal equa-
tion for least-squares inversion, we crosscorrelate both sides
of equation (48) with the transposed of Uin(xA,x

(i)
S , t) (with

xA on Srec) and take the sum over all sources, according to

C(xB ,xA, t) =

∫

Srec

Ḡd(xB ,x, t) ∗ Γ(x,xA, t) dx, (49)

where

C(xB ,xA, t) =
∑

i

U(xB ,x
(i)
S , t) ∗ {Uin(xA,x

(i)
S ,−t)}t, (50)

Γ(x,xA, t) =
∑

i

Uin(x,x
(i)
S , t) ∗ {Uin(xA,x

(i)
S ,−t)}t, (51)

with superscript t denoting transposition. Here C(xB ,xA, t)
and Γ(x,xA, t) are the correlation and point-spread func-
tions, respectively, in matrix form. Equation (49) shows
again that the correlation function is proportional to the
sought Green’s function Ḡd(xB ,x, t) with its source smeared
in space and time by the point-spread function.

For the situation of noise sources the correlation and
point-spread matrices are given by

C(xB ,xA, t) = 〈u(xB , t) ∗ {uin(xA,−t)}t〉, (52)

Γ(x,xA, t) = 〈uin(x, t) ∗ {uin(xA,−t)}t〉, (53)

where, analogous to equations (34) − (36), the field vectors
uin and u are the responses of simultaneously acting mutu-
ally uncorrelated multi-component noise sources. It can be
shown in a similar way as in section 4.4 that the correlation
and point-spread functions defined in equations (52) and
(53) are identical to those defined in (50) and (51). Hence,
whether we consider transient or noise sources, equation (49)
is the relation that needs to be inverted by MDD to resolve
the Green’s function Ḡd(xB ,x, t). This is done in a similar
way as described in section 4.6 for the scalar situation.

5 APPLICATIONS IN CONTROLLED-SOURCE
INTERFEROMETRY

Unlike ambient-noise interferometry, controlled-source in-
terferometry is usually applied to situations in which the
sources are regularly distributed along a surface (Schuster
2009). Hence, for controlled-source interferometry, MDD is
usually not required to correct for an irregular source distri-
bution. However, there are several other limiting factors in

controlled-source interferometry for which MDD may pro-
vide a solution. In the following sections we show with
numerical examples how MDD accounts for the effects of
medium inhomogeneities in the “virtual source method”
(section 5.1), for multiples in the illuminating wave field
in ocean-bottom multiple elimination (section 5.2) and for
losses in CSEM interferometry (section 5.3).

5.1 “Virtual source method”

Although creating a virtual source is the essence of all seis-
mic interferometry methods, in the seismic exploration lit-
erature the term “virtual source method” is often synony-
mous with the method developed by Bakulin & Calvert
(2004, 2006). Figure 2b shows the basic configuration.
Sources are present at the Earth’s surface, denoted by Ssrc.
The responses of these sources are measured in a near-
horizontal borehole, below a complex overburden. The re-
sponses u(xA,xS , t) and u(xB ,xS , t) at any combination
of two receivers xA and xB in the borehole are crosscor-
related and the results are integrated along the sources xS

at Ssrc, according to equation (11). The correlation function
C(xB ,xA, t) is interpreted as the response at xB of a virtual
source at xA. Because this virtual source is situated below
the complex overburden, its response contains less-distorted
reflections of the deeper target than the original response of
the source at the surface Ssrc.

From the theory it follows that this method involves
approximations. If Ssrc were a closed surface, the cor-
relation function C(xB ,xA, t) would be proportional to
{G(xB ,xA, t)+G(xB ,xA,−t)}∗S(t) (equation 13), in which
G(xB ,xA, t) ∗S(t) is indeed the response of a virtual source
at xA. However, because Ssrc is limited to a part of the
Earth’s surface, the correlation function is a distorted ver-
sion of G(xB ,xA, t) ∗ S(t) and contains spurious multiples
(Snieder et al. 2006b). To compensate for this, Bakulin &
Calvert (2004) apply a time window around the first ar-
rival of u(xA,xS , t). Bakulin & Calvert (2006) propose to
replace the correlation of u(xB ,xS , t) with u(xA,xS , t) by
a trace-by-trace deconvolution for the downgoing part of
u(xA,xS , t). They show that this approach compensates
for variations in the source wavelet and, partly, for rever-
berations in the overburden. The spurious multiples can
be further suppressed by applying up/down decomposition
to u(xB ,xS , t) as well as u(xA,xS , t) (Mehta et al. 2007a;
van der Neut & Wapenaar 2009).

We illustrate the correlation approach with a numerical
example. Figure 5a shows the configuration, with a regular
distribution of sources at the surface (denoted by the black
dots) and receivers in a horizontal borehole (the green trian-
gles at x3 = 500 m). The upper part of the overburden, i.e.,
the medium between the sources and the receivers, contains
significant variations of the medium parameters in the lat-
eral as well as in the vertical direction. Below the receivers
there is a reservoir layer (the orange layer in Figure 5a). The
lower part of the overburden, i.e., the medium between the
receivers in the borehole and the reservoir, is homogeneous
(the light-green layer). Figure 5b shows a modeled response
of a source at the center of the surface, observed by the re-
ceivers in the borehole. The modeling was done without free-
surface effects. The response of the reservoir is denoted by
the arrow. Note that it is distorted by the inhomogeneities
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Figure 5. (a) Configuration for the “virtual source method”. The
sources are situated at the surface (black dots) and the receivers
in a horizontal borehole (the green triangles at x3 = 500m), below
a complex overburden. (b) Modeled response of a source at the

center of the surface. The amplitudes below the dashed line have
been multiplied by a factor 3. (c) Result of interferometry by
crosscorrelation of decomposed wave fields (red) compared with
directly modeled reflection response of a source at the center of

the borehole (black). (d) Point-spread function (clipped at 20%
of its maximum amplitude). (e) MDD result (red) compared with
modeled response (black).

of the overburden. The aim of the “virtual source method”
is to reduce these distortions. We follow the approach of
Mehta et al. (2007a), hence, we first apply decomposition of
the field observed in the borehole into downgoing and up-
going waves. This requires that multi-component data are
available (in this case the acoustic pressure and the normal
particle velocity component). We call the decomposed fields

uin(xA,x
(i)
S , t) and uout(xB ,x

(i)
S , t), respectively. The corre-

lation function is defined, analogous to equation (29), as

C(xB ,xA, t) =
∑

i

uout(xB ,x
(i)
S , t) ∗ uin(xA,x

(i)
S ,−t). (54)

Figure 5c shows this correlation function in red. The virtual
source at xA is chosen at the center of the borehole whereas
the receiver coordinate xB varies along the borehole. The di-
rectly modeled reflection response of a source for downgoing
waves at xA is shown in black in this same figure. Note that
the retrieved reservoir response shows less distortions than
the original response in Figure 5b. It matches the modeled
response reasonably well, but still we observe some distor-
tions along this reflection event as well as some spurious
events at later times.

Interferometry by MDD provides a more accurate way
to retrieve the virtual source response. Figure 3b shows the
configuration. Assuming a regular source distribution, this
configuration corresponds to that of Figure 2b, except that
Figure 3b illustrates the convolutional representation that
underlies MDD. The response uout(xB ,x

(i)
S , t) is defined,

analogous to equation (27), as

uout(xB ,x
(i)
S , t) =

∫

Srec

Ḡd
out(xB ,x, t) ∗ uin(x,x

(i)
S , t) dx,

(55)
i.e., the convolution of the inward propagating wave field
uin(x,x

(i)
S , t) with the Green’s function Ḡd

out(xB ,x, t), inte-
grated along the receivers x in the borehole. This borehole
is denoted as Srec. Our aim is to retrieve Ḡd

out(xB ,x, t) by
inverting, analogous to equation (28),

C(xB ,xA, t) =

∫

Srec

Ḡd
out(xB ,x, t) ∗ Γ(x,xA, t) dx. (56)

The correlation function C(xB ,xA, t) at the left-hand side
was already shown in Figure 5c. The point-spread func-
tion Γ(x,xA, t) at the right-hand side is obtained, accord-

ing to equation (30), by crosscorrelating uin(x,x
(i)
S , t) with

uin(xA,x
(i)
S , t) and summing over the sources. It is shown

in Figure 5d for fixed xA and variable x. Note that it devi-
ates significantly from a delta function in space and time the
band-limited delta function in Figure A1, due to the inhomo-
geneities of the overburden. According to equation (56) this
point-spread function smears the source of Ḡd

out(xB ,x, t)
in space and time, which explains the distortions along the
reflection event in Figure 5c. By applying MDD, that is,
deconvolving the correlation function in Figure 5c for the
point-spread function of Figure 5d, we obtain an estimate of
the Green’s function Ḡd

out(xB ,x, t). The result (for x = xA

fixed at the central geophone and variable xB) is shown in
Figure 5e by the red traces (for display purposes convolved
with S(t)), where it is compared with the directly modeled
response (black traces). Note that the match is nearly per-
fect and that the spurious events vanished, which confirms
that in this example MDD properly corrects for the inho-
mogeneities of the overburden.
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The elastodynamic extension of this approach yields im-
proved virtual P - and S-wave source responses with reliable
amplitudes along the reflection events (van der Neut et al.
2011), suited for quantitative amplitude-versus-offset (AVO)
inversion. A further discussion is beyond the scope of this
paper.

We conclude this section by presenting the point-spread
function for the situation of simultaneous source acquisition.
We consider a similar configuration as in Figure 5a, except
that for simplicity the propagation velocity is taken con-
stant at 2000 m/s. There are 256 sources at the surface with
a lateral spacing of 20 m. We form 64 source groups σ

(m),
each containing four adjacent sources which emit transient
wavelets, 0.25 s after one another. The inward propagat-
ing field uin(x, σ(m), t) at the receiver array at x3 = 500
m is defined by equation (38). The point-spread function
Γ(x,xA, t), as defined in equation (43), is shown in Figure
6a,⋆ with xA fixed at the center of the array and x variable
along the array. Note that the band-limited delta function
around x = xA and t = 0 resembles that in Figure A1 be-
cause the medium is homogeneous in both cases. However,
Figure 6a contains in addition a number of temporally and
spatially shifted band-limited delta functions, as a result of
the crosstalk between the sources within each source group
σ

(m). These shifted delta functions account for the crosstalk
in the correlation function C(xB ,xA, t) via equation (41). To
obtain the deblended virtual source response Ḡd

out(xB ,x, t)
from C(xB ,xA, t), equation (41) needs to be inverted.

As mentioned in section 4.5, the crosstalk noise associ-
ated to standard shot-record oriented processing of blended
data is sometimes reduced by randomizing the time interval
between the shots. We add random variations (uniform be-
tween + and −50%) to the 0.25 s time interval and evaluate
again the point-spread function Γ(x,xA, t), see Figure 6b.
Note that the band-limited delta function around x = xA

and t = 0 remains intact, whereas the crosstalk disperses in
space and time. Inverting noisy point-spread functions like
the one in Figure 6b may be a more stable process than in-
verting nearly periodic point-spread functions like the one
in Figure 6a.

5.2 Ocean-bottom multiple elimination

As already mentioned in the introduction, interferometry by
MDD is akin to multiple elimination of ocean-bottom data
(Wapenaar et al. 2000; Amundsen 2001). Here we briefly
review ocean-bottom multiple elimination, explained as an
interferometry-by-MDD process. Figure 7 shows the con-
volutional model of Figure 3b, modified for the situation
of ocean-bottom data, including multiple reflections. Equa-
tion (55) gives the relation between the inward and outward
propagating fields at the ocean bottom and the Green’s func-
tion Ḡd

out(xB ,x, t). Recall that the bar denotes a reference
situation with possibly different boundary conditions at Srec

and/or different medium parameters outside V. For the ref-
erence situation we choose an absorbing ocean bottom Srec

and a homogeneous upper half-space, which implies that
Ḡd

out(xB ,x, t) is the response of the half-space below Srec,

⋆ Layout (including clip-factor) to be modified.
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Figure 6. (a) Point-spread function (clipped at 20% of its maxi-

mum amplitude) for blended data from 64 groups of four sources
each, with a regular time interval of 0.25 s. (b) Idem, after adding
random variations to the time interval.

without any multiple reflections related to the ocean bot-
tom and the water surface. Interferometry by MDD involves
resolving Ḡd

out(xB ,x, t) by inverting equation (56).
We illustrate this with a numerical example. Figure

8a shows the configuration, with sources at the water sur-
face and multi-component receivers (acoustic pressure and
normal particle velocity) at the ocean bottom. The lower
half-space contains a reservoir layer. Figure 8b shows the
modeled response of the central source, observed at the
ocean bottom. The direct wave and the reservoir response
(the latter denoted by an arrow) are clearly distinguishable,
as well as many multiple reflections. Decomposition is ap-
plied to the multi-component data at the ocean bottom,
using the medium parameters of the first layer below the
ocean bottom (Amundsen & Reitan 1995; Schalkwijk et al.
2003). This gives the inward and outward propagating waves

uin(xA,x
(i)
S , t) and uout(xB ,x

(i)
S , t) just below the ocean bot-

tom. The correlation function, defined in equation (54), is
shown in Figure 8c (red traces), and is compared with the di-
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Figure 7. Convolutional model for ocean-bottom data with mul-
tiples.
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Figure 8. (a) Configuration for ocean-bottom multiple elimina-

tion. The sources are situated just below the free surface and the
receivers at the ocean bottom. (b) Modeled response of a source at
the center of the surface. (c) Result of interferometry by cross-
correlation of decomposed wave fields (red) compared with directly

modeled reflection response of a source at the center of the ocean
bottom (black). The amplitudes below the dashed line have been
multiplied by a factor 3. (d) Point-spread function (clipped at

20% of its maximum amplitude). (e) MDD result (red) compared
with modeled response (black). The amplitudes below the dashed
line have been multiplied by a factor 3.

rectly modeled response of the reservoir layer (black traces).
Note that the match of the correlation function with the
reservoir response is quite good, but the correlation function
contains in addition many spurious multiple reflections that
are not present in the reservoir response. The amplitudes of
these spurious multiple reflections, which appear below the
horizontal dashed line in Figure 8c, have been multiplied
by a factor three for display purposes (in more complicated
situations these spurious multiples would interfere with the
retrieved primaries). The point-spread function Γ(x,xA, t),
defined in equation (30), is shown in Figure 8d. Apart from
the smeared band-limited delta function, it contains multi-
ple reflections. According to equation (56), the correlation
function in Figure 8c can be seen as the reservoir response
Ḡd

out(xB ,x, t) of which the source is convolved in space and
time with the point-spread function in Figure 8d. This ex-
plains the spurious multiples in Figure 8c. These spurious
multiples are removed by deconvolving for the point-spread
function, i.e., by inverting equation (56) for Ḡd

out(xB ,x, t).
The result of this MDD procedure (for x = xA fixed at
the central geophone and variable xB) is shown in Figure 8e
by the red traces (for display purposes convolved with S(t)),
compared with the directly modeled response (black traces).
Note that the spurious multiples of Figure 8c have been very
well suppressed (for display purposes the amplitudes of the
multiple residuals below the dashed line in Figure 8e have
been multiplied with the same factor as the spurious multi-
ples in Figure 8c).

We included this example to show the relation between
interferometry by MDD and the methodology of ocean-
bottom multiple elimination. In the example in section 5.1
we showed that interferometry by MDD accounts for over-
burden distortions, but in that example the effect of multiple
reflections was small. When borehole data are distorted by
overburden effects as well as multiple reflections, interfer-
ometry by MDD simultaneously accounts for both types of
distortions.

5.3 CSEM interferometry

In controlled-source electromagnetic (CSEM) prospecting,
a low-frequency source above the ocean bottom emits a
diffusive EM field into the subsurface, of which the re-
sponse is measured by multi-component EM receivers at the
ocean bottom (Figure 9a). Although the spatial resolution
of CSEM data is much lower than that of seismic data, an
important advantage of CSEM prospecting is its potential
to detect a hydrocarbon accumulation in a reservoir due to
its high conductivity contrast (Ellingsrud et al. 2002; Moser
et al. 2006). Figure 9b shows a modeled 2D CSEM response
of an inline electric current source of 0.5 Hz. The source is
positioned at the center of the array, 50 m above the ocean
bottom, see Figure 9a. This response represents the inline
electric field component at the ocean bottom, as a function
of source-receiver offset. The receiver sampling is 20 m and
the total length of the array is 10 km.

Because a CSEM measurement is nearly monochro-
matic, the response of a reservoir cannot be separated in
time from other events. As a matter of fact, it is largely
overshadowed by the direct field and the response of the
airwave. Amundsen et al. (2006) show that decomposition
of CSEM data into downward and upward decaying fields
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Figure 9. (a) Configuration for CSEM interferometry. The
sources just above the ocean bottom are inline electric current
sources, emitting monochromatic diffusive EM fields into the sub-
surface. The receivers at the ocean bottom measure the inline

electric field and the transverse magnetic field. (b) Inline electric
field at ocean bottom. (c) Result of interferometry by crosscorre-
lation (red) compared with directly modeled CSEM reservoir re-
sponse (black). (d) Point-spread function. (e) MDD result (red)

compared with modeled response (black).

improves the detectability of hydrocarbon reservoirs. Here
we show that the combination of decomposition and inter-
ferometry by MDD yields accurate quantitative information
about the reservoir response (Slob et al. 2007; van den Berg
et al. 2008).

Decomposition requires that multi-component data are
available. For the example of Figure 9, this means that apart
from the inline electric field data (Figure 9b), transverse
magnetic data are required as well. Using a decomposition
algorithm similar as that for seismic data, CSEM data can
be decomposed into downward and upward decaying fields
(Ursin 1983; Amundsen et al. 2006). We designate these

fields as ûin(xA,x
(i)
S , ω) and ûout(xB ,x

(i)
S , ω), respectively,

where superscripts “in” and “out” denote that at the re-
ceiver surface Srec in Figure 9a these fields diffuse inward to
and outward from V, respectively. Note that ω is considered
constant (ω = 2πf , with f = 0.5 Hz).

Because in CSEM we consider monochromatic fields,
we replace equations (56), (54) and (30) by the following
frequency domain expressions

Ĉ(xB ,xA, ω) =

∫

Srec

ˆ̄Gd
out(xB ,x, ω)Γ̂(x,xA, ω) dx, (57)

where the correlation function and the point-spread function
are defined as

Ĉ(xB ,xA, ω) =
∑

i

ûout(xB ,x
(i)
S , ω){ûin(xA,x

(i)
S , ω)}∗,(58)

Γ̂(x,xA, ω) =
∑

i

ûin(x,x
(i)
S , ω){ûin(xA,x

(i)
S , ω)}∗, (59)

respectively. ˆ̄Gd
out(xB ,x, ω) in equation (57) is the sought

reservoir response that would be obtained with a monochro-
matic source for an inward diffusing field at x and a re-
ceiver for an outward diffusing field at xB (both at Srec),
in a configuration with a reflection-free ocean bottom. The
monochromatic correlation function defined in equation (58)
is obtained by correlating the inward and outward diffusing
fields at Srec. The result is shown in Figure 9c (red curve),
where it is compared with the directly modeled response
ˆ̄Gd

out(xB ,x, ω) (black curve), with x = xA at the center
of the array at Srec. The differences are mainly due to the
dissipation of the conducting water layer, for which no com-
pensation takes place in the correlation method. For ease
of comparison both responses were normalized so that the
maxima of both curves are the same. The deviations at in-
termediate offsets hinder the quantification of the reservoir
parameters.

Figure 9d shows the monochromatic point-spread func-
tion, defined in equation (59). It deviates from a band-
limited spatial delta function due to the dissipation of the
water layer as well as the interactions with the water sur-
face. MDD involves inversion of equation (57), i.e., removing
the effect of the point-spread function of Figure 9d from the
correlation function in Figure 9c. The result is shown in Fig-
ure 9e (red curve), where it perfectly matches the directly
modeled result (black curve). Note that, unlike in Figure 9c,
no normalization was needed here.

This example shows that, at least in principle, interfer-
ometry by MDD compensates for dissipation and thus leads
to an accurate retrieval of the CSEM reservoir response. The
effects of the conducting water layer are completely elimi-
nated, including those of the direct field and the airwave.
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The final response is independent of the water depth and
contains quantitative information about the reservoir layer.
It should be noted that we considered an ideal situation
of well-sampled data, measured with high precision and no
noise added. For a more detailed discussion of CSEM inter-
ferometry by MDD, see Hunziker et al. (2009, 2011) and Fan
et al. (2009).

6 APPLICATIONS IN AMBIENT-NOISE
INTERFEROMETRY

In ambient-noise interferometry, the sources are unknown
and usually irregularly distributed. MDD has the potential
to compensate for the source irregularity. We illustrate this
aspect with numerical examples for passive direct-wave in-
terferometry (section 6.1) and for passive reflected-wave in-
terferometry (section 6.2).

6.1 Passive direct-wave interferometry

One of the most widely used applications of direct-wave in-
terferometry is the retrieval of seismic surface waves between
seismometers from ambient noise (Campillo & Paul 2003;
Shapiro & Campillo 2004; Shapiro et al. 2005; Sabra et al.
2005a,b; Larose et al. 2006; Gerstoft et al. 2006; Yao et al.
2006; Bensen et al. 2007, 2008; Yao et al. 2008; Gouédard
et al. 2008a,b; Liang & Langston 2008; Ma et al. 2008; Lin
et al. 2009; Picozzi et al. 2009). Usually one considers the
retrieval of the fundamental mode only. It is well known that
in a layered medium, surface waves consist of a fundamental
mode and higher-order modes (e.g. Nolet (1975); Gabriels
et al. (1987)). Halliday & Curtis (2008) and Kimman &
Trampert (2010) carefully analyze interferometry of surface
waves with higher-order modes. They show that, when the
primary sources are confined to the surface, crosscorrela-
tion gives rise to spurious interferences between higher-order
modes and the fundamental mode, whereas the presence of
sources at depth, as prescribed by the theory (Wapenaar &
Fokkema 2006), enables the correct recovery of all modes
independently. In realistic situations the source distribution
is mainly confined to the surface, which explains why in the
current practice of surface-wave interferometry only the fun-
damental modes are properly retrieved.

In agreement with the current practice of surface-wave
interferometry, in the following numerical example we con-
sider fundamental Rayleigh-wave modes only. These modes
can be treated as the solution of a scalar 2D wave equation
with the propagation velocity being the dispersive Rayleigh
wave velocity of the layered medium. Hence, for interferom-
etry we can make use of the 2D version of the scalar Green’s
function representations, discussed in the theory sections.
The basic configurations for direct-wave interferometry are
shown in Figure 2a for the crosscorrelation method, and in
Figure 3a for the MDD method. For the current purpose
these figures should be seen as plan views.

Consider Figure 10a, which shows a map of the USA,
a number of receiver stations of the USArray (green tri-
angles) and a number of sources along the East coast
(blue dots), for example representing storm-generated mi-
croseisms (Bromirski 2001). Assuming a layered medium,
we compute the dispersion curve of the fundamental mode

Figure 10. Passive surface-wave interferometry. (a) Map
of USA, with USArray stations (green triangles) and storm-
generated microseisms (blue dots). (b) Rayleigh-wave dispersion
curve (fundamental mode), based on the PREM model. (c) Mod-
eled Rayleigh-wave response along South-North array in central
USA. (d) Crosscorrelation result (red) compared with directly
modeled response (black). The virtual source is indicated by the
red dot in (a). The traces correspond to the irregular receiver sta-

tions along the East-West array. (e) The point-spread function
along the South-North array. (f) MDD result (red) compared with
directly modeled response (black).

of the Rayleigh-wave for the upper 300 km of the PREM
model (Dziewonski & Anderson 1981), using the approach
described by Wathelet et al. (2004). The dispersion curve is
shown in Figure 10b. We define the sources as simultane-
ously acting uncorrelated noise sources, with a central fre-
quency of 0.04 Hz. Using the computed dispersion curve, we
model the surface wave response of the distribution of noise
sources at all indicated receivers. Figure 10c shows 1500 s of
the response along the indicated South-North array in cen-
tral USA (the total modeled duration of the modeled noise
responses is approximately two days).

Our aim is to turn one of the receivers of the South-
North array (the one indicated by the red dot) into a vir-
tual source and to retrieve the response of this virtual source
at the somewhat scattered receiver stations along the East-
West array. Following the crosscorrelation method we take
the noise response at the receiver indicated by the red dot
and crosscorrelate it with each of the responses at the re-
ceivers of the East-West array (equation (17), with xA fixed
and xB variable). The result is shown in Figure 10d by the
red traces. For comparison, the black traces in this figure
represent the directly modeled surface wave response of a
source at the position of the red dot, using a source function
S(t) equal to the average autocorrelation of the noise. Un-
like equation (13), of which the left-hand side shows a causal
and an acausal response, the crosscorrelation resulted in a
causal contribution only. The explanation for this is that
the distribution of sources is restricted to the East coast
and hence is not enclosing the receivers. Moreover, although
the travel times seem to match reasonably well, some of the
seismograms show a small travel time error that corresponds
to a velocity shift of the order of one percent. This is not
small compared to the velocity shifts that are inverted for in
surface wave inversion (several percent). There is also a pro-
nounced mismatch between the amplitudes of the red and
black waveforms. These travel time and amplitude pertur-
bations are a result of the irregularity of the source distri-
bution.

The mismatch in Figure 10d is quantified by equation
(28), which states that the correlation function (the red
traces) is proportional to the Green’s function with its source
smeared in space and time by the point-spread function
Γ(x,xA, t). According to equation (33), this point spread
function is obtained by crosscorrelating the incoming field
at x with that at xA, with x and xA both on Srec (in this
case the South-North array). Because in the current example
no scattering takes place, the incoming field is equal to the
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total field. We crosscorrelate the full response at the receiver
indicated by the red dot (fixed xA) with all other responses
along the South-North array (variable x), see Figure 10e.
This point-spread function clearly shows that the virtual
source is smeared in space and time. Following the MDD
procedure discussed in section 4.6 we resolve the Green’s
function by applying the inverse of the point-spread func-
tion to the correlation function. The result is represented
by the red traces in Figure 10f (for display purposes con-
volved with S(t)), where it is compared again with the di-
rectly modeled response (black traces). Note that the match
is nearly perfect. For this example MDD not only ensures
that the phase and amplitude of the recovered surface waves
are correct, it also suppresses the fluctuations in Figure 10d
that are caused by the sparse and irregular distribution of
noise sources.

6.2 Passive reflected-wave interferometry

Ambient noise is usually dominated by surface waves. Pas-
sive reflected-wave interferometry is only possible after care-
ful suppression of surface waves (Draganov et al. 2009).

Figure 11a shows the configuration for passive reflected-
wave interferometry by crosscorrelation. The surface Ssrc

forms together with the Earth’s free surface a closed bound-
ary. Sources are only required on the open surface Ssrc. The
correlation function C(xB ,xA, t) involves the crosscorrela-
tion of the full wave fields at xA and xB (Figure 11a only
shows the direct path of u(xA,xS , t) and the first reflected
path of u(xB ,xS , t)). The crosscorrelation is integrated over
the source positions in case of transient sources (equation
11) or integrated averaged over time in case of uncorrelated
noise sources (equation 17). Equation (13) gives the rela-
tion between the correlation function C(xB ,xA, t) and the
Green’s function G(xB ,xA, t), which for the current configu-
ration should be interpreted as the reflection response of the
subsurface. It includes primary and multiple reflections (in-
ternal multiples and surface-related multiples) as well as a
direct wave. Equations (11), (13) and (17) have been derived
for the situation that the receivers xA and xB are in V. In
that case u stands for acoustic pressure (p) and G(xB ,xA, t)
represents the acoustic pressure at xB due to an impulsive
point source of volume injection rate at source position xA.
The equations remain valid when the receivers xA and xB

are at the free surface. In that case u stands for the normal
particle velocity (v) and G(xB ,xA, t) represents the normal
particle velocity at xB due to an impulsive normal traction
source at xA (Wapenaar & Fokkema 2006).

We illustrate this method with a numerical example.
Consider the configuration in Figure 12a, which consists of
a horizontally layered target below a homogeneous overbur-
den. The green triangles at the free surface denote 51 reg-
ularly spaced vertical geophones with spacing ∆x1 = 40m
(only nine geophones are shown). The blue dots below the
layered target denote 250 irregularly spaced uncorrelated
noise sources with an average lateral spacing of ∆x1 = 20m
and a central frequency of 22 Hz. Note the clustering of
sources around x1 ≈ −1400m and x1 ≈ 500m. The responses
of these sources are shown in Figure 12b (only 3 s of 25
minutes of noise is shown). We denote these responses as
v(xA, t) and v(xB , t), where xA and xB can be any of the
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Figure 11. Configurations for passive reflected-wave interfer-
ometry. (a) In the crosscorrelation method the full wavefields
u(xA,xS , t) and u(xB ,xS , t) are correlated and integrated along
the sources on Ssrc. The correlation function C(xB ,xA, t) is

proportional to G(xB ,xA, t) + G(xB ,xA,−t), convolved with
the autocorrelation of the sources. (b) The convolutional model

used for interferometry by MDD. The response v(xB ,x
(i)
S , t) −

v̄(xB ,x
(i)
S , t) is equal to the convolution of the Green’s function

G(xB ,x, t) and the reference wave field p̄(x,x
(i)
S , t), integrated

along the receivers at Srec.

51 geophones. We evaluate the correlation function

Cv,v(xB ,xA, t) = 〈v(xB , t) ∗ v(xA,−t)〉, (60)

averaged over 25 minutes of noise. The result is shown in
Figure 12c for fixed xA (geophone number 26) and vari-
able xB (geophones 1 − 51). According to equation (13)
this correlation function equals is proportional to (ρc/2)
{G(xB ,xA, t) + G(xB ,xA,−t)} ∗ S(t). Figure 12d shows a
zoomed version of the causal part of the correlation function
Cv,v(xB ,xA, t) (the red traces) and the modeled reflection
response Gs(xB ,xA, t)∗S(t) with the source xA at the posi-
tion of geophone 26 (the black traces). Here Gs(xB ,xA, t) is
the scattered Green’s function, i.e., the total Green’s func-
tion G(xB ,xA, t) minus the direct wave. Note that the ar-
rival times of the correlation function nicely match those of
the directly modeled reflection response, but the wave forms
and amplitudes are not accurately reconstructed. This dis-
crepancy is a consequence of the irregular source distribu-
tion, in particular the clustering around x1 ≈ −1400m and
x1 ≈ 500m (Figure 12a), which implies that the integral
along Ssrc (Figure 11a) is not properly discretized.

Next we discuss passive reflected-wave interferometry
by MDD. Figure 11b shows the modified configuration. This
configuration is different from other MDD configurations
discussed in this paper in the sense that the source posi-
tions x

(i)
S are now in V. Hence, because this configuration is
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Figure 12. Numerical example of ambient-noise reflected-wave

interferometry. (a) Configuration with a horizontally layered tar-
get below a homogeneous overburden and a free surface. There
is an irregular distribution of uncorrelated noise sources below
the target. (b) Modeled noise response, observed by receivers
at the free surface. (c) Correlation function Cv,v(xB ,xA, t) =
〈v(xB , t) ∗ v(xA,−t)〉 (fixed xA, variable xB), clipped at 20 % of
the maximum amplitude. (d) Zoomed version of the causal part of

the correlation function (red traces), compared with the directly
modeled scattered part of the Green’s function, Gs(xB ,xA, t) ∗
S(t). (e) Idem, for the MDD result. This was obtained by decon-
volving the causal events in (c) by the point-spread function (the

strong event in (c) around t = 0). (f) Directly modeled correla-
tion function Cvs,vs (xB ,xA, t) (same amplitude scaling as in c).
This weak event is ignored in the MDD method.

not a special case of that in Figure 1b we cannot make use of
equation (27) without making some modifications. We previ-
ously dealt with the configuration of Figure 11b (Wapenaar
et al. 2008b) and derived the following convolution-type rep-
resentation

v(xB ,x
(i)
S , t) − v̄(xB ,x

(i)
S , t) =

∫

Srec

G(xB ,x, t) ∗ p̄(x,x
(i)
S , t) dx. (61)

Here the bars denote a reference situation with absorb-
ing boundary conditions at Srec. Hence, p̄(x,x

(i)
S , t) and

v̄(xB ,x
(i)
S , t) are the pressure and normal particle velocity

that would be measured at Srec in absence of the free surface.
The Green’s function G(xB ,x, t) in equation (61) represents
again the normal particle velocity at xB due to an impulsive
normal traction source at source position x, both at Srec. It
is defined in the actual medium with the free-surface bound-
ary condition at Srec. For later convenience we subtract the
direct wave contribution from both sides of equation (61),
yielding

vs(xB ,x
(i)
S , t) =

∫

Srec

Gs(xB ,x, t) ∗ p̄(x,x
(i)
S , t) dx, (62)

where Gs(xB ,x, t) is again the scattered Green’s function
(i.e., the total Green’s function minus the direct wave) and
where

vs(xB ,x
(i)
S , t) = v(xB ,x

(i)
S , t) − 2v̄(xB ,x

(i)
S , t). (63)

The factor 2 reflects the fact that the direct wave in
v(xB ,x

(i)
S , t) is twice the direct wave v̄(xB ,x

(i)
S , t) in the

situation without free surface. Note that, despite the differ-
ences with equation (27), the form of equation (62) is the
same as that of equation (27). Hence, analogous to equation
(28) we may write

Cvs,p̄(xB ,xA, t) =

∫

Srec

Gs(xB ,x, t) ∗ Γ(x,xA, t) dx, (64)

where the correlation function and the point-spread function
are defined as

Cvs,p̄(xB ,xA, t) =
∑

i

vs(xB ,x
(i)
S , t) ∗ p̄(xA,x

(i)
S ,−t), (65)

Γ(x,xA, t) =
∑

i

p̄(x,x
(i)
S , t) ∗ p̄(xA,x

(i)
S ,−t) (66)

in the case of transient sources, or as

Cvs,p̄(xB ,xA, t) = 〈vs(xB , t) ∗ p̄(xA,−t)〉, (67)

Γ(x,xA, t) = 〈p̄(x, t) ∗ p̄(xA,−t)〉 (68)

in the case of uncorrelated noise sources. A complication
is that these correlation functions contain fields in a refer-
ence situation with an absorbing boundary at Srec. To see
how this can be dealt with for transient sources and for
noise sources, consider again the configuration of Figure 12a.
When the sources are transients, the first arrivals (including

internal multiple scattering in the target) in v(xA,x
(i)
S , t) are

well separated in time from the surface-related multiples, so
the reference response v̄(xA,x

(i)
S , t) can be extracted by ap-

plying a time window to v(xA,x
(i)
S , t) and multiplying the

result by one-half. Both v̄ and p̄ are upgoing outward prop-
agating waves at the absorbing boundary Srec, so p̄ can be
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obtained from v̄ using the equation of motion and the one-
way wave equation for upgoing outward propagating waves,
according to

−jωρˆ̄v = ni∂i ˆ̄p = −jĤ1 ˆ̄p. (69)

For example, when the medium directly below Srec is
homogeneous, we can use the relation
˜̄p(pA,x

(i)
S , ω) = (ρ1/qA)˜̄v(pA,x

(i)
S , ω),

where the tilde denotes the rayparameter-frequency (pA, ω)
domain, qA =

√

1/c2
1 − pA · pA is the vertical slowness, and

ρ1 and c1 are the mass density and propagation velocity,
respectively, directly below Srec. Because of the near-vertical
incidence of the waves at Srec, in practice it suffices to make
the following approximation

p̄(xA,x
(i)
S , t) ≈ ρ1c1v̄(xA,x

(i)
S , t), (70)

where ρ1 and c1 are the mass density and propagation ve-
locity, respectively, directly below Srec. This gives all fields
needed in equations (63), (65) and (66) to evaluate the cor-
relation function and the point-spread function, after which
Gs(xB ,x, t) can be resolved by MDD from equation (64),
see Wapenaar et al. (2008b) for a numerical example.

When the sources are noise sources we cannot separate
the reference fields from the measured fields by time win-
dowing, but van der Neut et al. (2010) propose to make
such a separation in the correlation function, as follows. Us-
ing v = 2v̄ + vs (equation 63) we write for the correlation
function, as defined in equation (60),

Cv,v(xB ,xA, t) = {4Cv̄,v̄+2Cvs,v̄+2Cv̄,vs+Cvs,vs}(xB ,xA, t),
(71)

where

Cv̄,v̄(xB ,xA, t) = 〈v̄(xB , t) ∗ v̄(xA,−t)〉, (72)

Cvs,v̄(xB ,xA, t) = 〈vs(xB , t) ∗ v̄(xA,−t)〉, (73)

Cv̄,vs(xB ,xA, t) = 〈v̄(xB , t) ∗ vs(xA,−t)〉, (74)

Cvs,vs(xB ,xA, t) = 〈vs(xB , t) ∗ vs(xA,−t)〉. (75)

For the configuration of Figure 12a, the total correla-
tion function Cv,v(xB ,xA, t) is shown in Figure 12c (for
fixed xA and variable xB). Assuming Cvs,vs(xB ,xA, t)
is weak, the other three terms can be easily obtained
from Figure 12c. The strong event between the two
dashed lines is the correlation of the reference response,
4Cv̄,v̄(xB ,xA, t). The causal event (below the lower dashed
line) is 2Cvs,v̄(xB ,xA, t) and the acausal event (above the
upper dashed line) is 2Cv̄,vs(xB ,xA, t). To invert equa-
tion (64), we need Cvs,p̄(xB ,xA, t) and Γ(x,xA, t), defined
in equations (67) and (68), respectively. These can be
obtained from Cvs,v̄(xB ,xA, t) and Cv̄,v̄(x,xA, t), respec-
tively. For example, when the medium directly below Srec

is homogeneous, these functions can be obtained via the
rayparameter-frequency domain, according to
C̃vs,p̄(xB ,pA, ω) = (ρ1/qA)C̃vs,v̄(xB ,pA, ω),
˜̃Γ(p,pA, ω) = (ρ2

1/qqA) ˜̃Cv̄,v̄(p,pA, ω).
In practice it suffices to make the following approximations
Assuming again near-vertical incidence, we obtain

Cvs,p̄(xB ,xA, t) ≈ ρ1c1Cvs,v̄(xB ,xA, t), (76)

Γ(x,xA, t) ≈ (ρ1c1)
2Cv̄,v̄(x,xA, t). (77)

Having determined these functions, Gs(xB ,x, t) can again
be resolved by MDD from equation (64). The result (for x =

xA fixed at the central geophone and variable xB) is shown
in Figure 12e (red traces), where it is compared with the
directly modeled scattered Green’s function (black traces).
Both results have been convolved with S(t) to facilitate the
comparison with the correlation of Figure 12d. The MDD
result in Figure 12e matches the directly modeled response
significantly better than the correlation in Figure 12d.

Note that we assumed that Cvs,vs(xB ,xA, t) is weak.
Figure 12f shows this function obtained from direct mod-
eling and displayed with the same amplitude scaling as
Cv,v(xB ,xA, t) in Figure 12c. We observe that for this exam-
ple it is indeed weak. The main contribution is concentrated
around t = 0, so it has only a small effect on the estimated
point-spread function, which is obtained (via equations (72)
and (77)) from the event between the dashed lines in Fig-
ure 12c. When there are strong reflectors in the subsurface,
Cvs,vs(xB ,xA, t) may not be weak and distort the estima-
tion of the point-spread function as well as the correlation
function Cvs,p̄(xB ,xA, t).

An alternative deconvolution approach for passive
reflected-wave interferometry is presented by van Groen-
estijn & Verschuur (2010). Their method does not use the
separation of events in the correlation function, but is adap-
tive and aims to minimize the energy in the estimated ref-
erence wave field v̄(xA, t). Since the reflections in the total
noise field v(xA, t) may interfere constructively as well as
destructively with the reference noise field v̄(xA, t), there is
no physical justification that the energy in v̄(xA, t) should
be minimized. It remains an open question which of the ap-
proaches functions best in case of strongly scattering media.

7 DISCUSSION AND CONCLUSIONS

The methodology of seismic interferometry (or Green’s func-
tion retrieval) by crosscorrelation has a number of attractive
properties as well as several limitations. The main attrac-
tiveness of the method is that a deterministic medium re-
sponse can be obtained from controlled-source or passive
noise measurements, without the need to know the medium
parameters nor the positions of the sources. The fact that
this deterministic response is obtained by a straightfor-
ward crosscorrelation of two receiver responses has also con-
tributed to the popularity of the method. The main underly-
ing assumptions are that the medium is lossless and that the
wave field is equipartitioned, meaning that the net power-
flux is (close to) zero (Malcolm et al. 2004; Sánchez-Sesma
et al. 2006). It has been shown by Fan & Snieder (2009) that
equipartitioning is a necessary but not a sufficient condition.

For open systems the method works well when the re-
ceivers that are used in the correlation process are sur-
rounded by a regular distribution of independent transient
or uncorrelated noise sources with equal autocorrelation
functions. However, in practical situations the method may
suffer from irregularities in the source distribution, asym-
metric illumination, intrinsic losses, etc.

Figures 3a and 3b illustrate configurations with an
irregular source distribution in a finite region, illuminat-
ing the medium from one side only. For these configura-
tions, equation (28) shows that the crosscorrelation func-
tion C(xB ,xA, t) is a distorted version of the sought Green’s
function Ḡd(xB ,x, t). The distortion is quantified by the
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point-spread function Γ(x,xA, t), which blurs the source of
the Green’s function in the spatial directions and generates
ghosts in the temporal direction (van der Neut & Thorbecke
2009). As such, this space-time point-spread function plays
a similar role as the spatial point-spread function in optical,
acoustic and seismic imaging systems (Born & Wolf 1965;
Norton 1992; Schuster & Hu 2000). When the point-spread
function of an imaging system is known, the resolution of an
image can be improved by deconvolving for the point-spread
function (Jansson 1997; Hu et al. 2001). For example, early
images of the Hubble Space Telescope were blurred by a
flaw in the mirror. These images were sharpened by decon-
volving for the point-spread function of the flawed mirror
(Boden et al. 1996). In a similar way, the blurred source
with ghosts of the Green’s function obtained by crosscor-
relation can be deblurred and deghosted by deconvolving
for the space-time point-spread function, i.e., by inverting
equation (28) by MDD. An interesting aspect is that the
space-time point-spread function can be obtained directly
from measured responses, hence, it does not require knowl-
edge of the complex medium nor of the sources. This means
that it automatically accounts for the distorting effects of the
irregularity of the sources (including variations in their auto-
correlation functions), and of the medium inhomogeneities,
including multiple scattering.

The MDD method has, of course, also its limitations.
First, in order to retrieve the Green’s function Ḡd(xB ,x, t) it
does not suffice to have two receivers only, at x and xB , be-
cause x is assumed to be an element of a regular (or regular-
ized) array of receivers along Srec, see Figure 3. Second, the
expressions for the correlation function (equations 29 and
32) and for the point-spread function (equations 30 and 33)
contain the inward propagating field uin(x, t) on Srec (prop-
agating into V). In order to extract this inward propagating
field from the total field, either multi-component receivers
or two receiver surfaces close to each other are required. Al-
ternatively, when multiple scattering is weak, one could cor-
relate the total fields and extract the point-spread function
by applying a time window around t = 0. Third, MDD in-
volves an inversion of an integral equation, which in practice
is achieved by matrix inversion. Apart from the higher cost
(in comparison with the correlation method), This matrix
inversion can be unstable. The well-posedness of this inverse
problem depends on the number of available sources, the
source aperture, the bandwidth, and, for multi-component
data, on the number of independent source components. In
practical situations a spectral analysis of the point-spread
function helps to assess for which spatial and temporal fre-
quencies the inversion can be carried out in a stable sense
(van der Neut et al. 2011). Finally, because of the matrix
inversion, the costs of the MDD method are higher than
those of the correlation method. For the 2D examples in
this paper, the costs of the matrix inversions were moder-
ate, despite the fact that we used direct solvers only. For 3D
applications we expect that MDD is still feasible, particu-
larly when use is made of iterative solvers.

Despite the mentioned limitations, for applications in
which the data are measured with arrays of receivers,
Green’s function retrieval by MDD has the potential to ob-
tain virtual sources that are better focused and have less
distortions by spurious multiples than those obtained by
crosscorrelation.
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APPENDIX A: ANALYTICAL EVALUATION
OF THE POINT-SPREAD FUNCTION

We evaluate the point-spread function, as defined in equa-
tion (30), for the situation of a homogeneous lossless medium
(propagation velocity c) and a regular distribution of sources
with equal autocorrelation functions S(t) along an open
source boundary. We rewrite the sum over the source po-
sitions x

(i)
S as an integral along the source boundary Ssrc,

hence

Γ(x,xA, t) =

∫

Ssrc

uin(x,xS , t) ∗ uin(xA,xS ,−t) dxS ,

(A − 1)
with x and xA at the receiver boundary Srec. Note that,
unlike in equation (11), the source boundary Ssrc is not en-
closing the receivers, hence, Γ(x,xA, t) does not converge to
(ρc/2){G(x,xA, t) + G(x,xA,−t)} ∗ S(t). For the following
analysis we let Ssrc and Srec be two horizontal boundaries,
with Srec a distance ∆x3 below Ssrc. For convenience we con-
sider the 2D situation, so the boundary integral becomes
a line integral along x1,S . For the chosen configuration the
fields under the integral are shift-invariant, i.e., they are only
functions of the relative distances x1 −x1,S and x1,A −x1,S ,
respectively. Similarly, the point-spread function is a func-
tion of x1 − x1,A only. Choosing x1,A = 0, equation (A-1)
can thus be rewritten as

Γ(x1, t) =

∫ ∞

−∞

uin(x1−x1,S , ∆x3, t)∗u
in(−x1,S , ∆x3,−t) dx1,S .

(A − 2)
We define the double Fourier transform of a space- and time-
dependent function u(x1, t) as

ũ(k1, ω) =

∫ ∞

−∞

∫ ∞

−∞

exp{−j(ωt − k1x1)}u(x1, t) dtdx1.

(A − 3)
Hence, equation (A-2) transforms to

Γ̃(k1, ω) = ũin(k1, ∆x3, ω){ũin(k1, ∆x3, ω)}∗. (A − 4)

In section 4.2 we argued that the basic representation for
MDD (equation (27)) holds irrespective of the type of
sources at Ssrc. For convenience of the analysis we consider
dipole sources emitting a signal s(t) (this is for example rep-
resentative for the situation of vertically oriented vibrators
at a free surface). The expression for ũin(k1, ∆x3, ω) is thus
given by

ũin(k1, ∆x3, ω) = (A − 5)

ŝ(ω) ×

{

exp{−j sgn(ω)
√

k2 − k2
1 ∆x3} for k2

1 ≤ k2

exp{−
√

k2
1 − k2 ∆x3} for k2

1 > k2,
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with k = ω/c. Substitution into equation (A-4) gives

Γ̃(k1, ω) = Ŝ(ω) ×

{

1 for k2
1 ≤ k2

exp{−2
√

k2
1 − k2 ∆x3} for k2

1 > k2,

(A − 6)
with Ŝ(ω) = |ŝ(ω)|2. Hence, for propagating waves (k2

1 ≤ k2)
the Fourier-transformed point-spread function Γ̃(k1, ω) is
equal to the power spectrum Ŝ(ω) of the dipole sources,
whereas for evanescent waves (k2

1 > k2) it is exponentially
decaying. Note that for the limit ∆x3 → 0 the point-spread
function approaches Ŝ(ω) for all k1. Hence, for this case we
have lim∆x3→0 Γ(x1, t) = {δ(x1)δ(t)} ∗ S(t), meaning that
the only band-limitation is caused by the autocorrelation
of the sources. However, for any realistic value of ∆x3 the
exponentially decaying character of the evanescent waves
imposes a more serious band-limitation to the delta func-
tion. Already for ∆x3 larger than a few wavelengths it is
reasonable to approximate the exponentially decaying term
in equation (A-6) by zero for all k2

1 > k2, meaning that for
a given frequency ω the pass-band is −|ω|/c ≤ k1 ≤ |ω|/c.
Hence, the inverse transformation to the space-frequency do-
main is obtained as

Γ̂(x1, ω) =
1

2π

∫ ∞

−∞

Γ̃(k1, ω) exp(−jk1x1) dk1

=
Ŝ(ω)

2π

∫ |ω|/c

−|ω|/c

exp(−jk1x1) dk1

=
sin(|ω|x1/c)

πx1
Ŝ(ω). (A − 7)

Note that this expression is identical to the resolution func-
tion for 2D seismic migration (Berkhout 1984). When the
source array is finite, the pass-band is further reduced to
−|ω| sin αmax/c ≤ k1 ≤ |ω| sin αmax/c, where αmax is the
maximum propagation angle. Hence, for this situation we
replace the velocity c in equation (A-7) by the apparent ve-
locity ca = c/ sin αmax. To obtain the space-time domain
expression we first rewrite equation (A-7) as

Γ̂(x1, ω) = −j sgn(ω)
j sin(ωx1/ca)

πx1
Ŝ(ω) (A − 8)

= −j sgn(ω)
exp(jωx1/ca) − exp(−jωx1/ca)

2πx1
Ŝ(ω).

This product of three functions in the frequency domain
transforms to a convolution of the corresponding time-
domain functions, as follows

Γ(x1, t) =
1

πt
∗

δ(t + x1/ca) − δ(t − x1/ca)

2πx1
∗ S(t). (A − 9)

For x1 6= 0 this gives

Γ(x1, t) =
1

2π2x1

[

1

t + x1/ca
−

1

t − x1/ca

]

∗ S(t), (A − 10)

and for x1 → 0

Γ(0, t) =
1

π2cat
∗

∂S(t)

∂t
. (A − 11)

Γ(x1, t) is illustrated in Figure A1 for c = 2000 m/s,
αmax = π/2 (corresponding to an infinite source array) and
S(t) a Ricker wavelet with a central frequency of 20 Hz. Note
that Γ(x1, t) reveals an X-pattern with the maximum ampli-
tude at (x1, t) = (0, 0) and decaying amplitudes along lines
t = ±x1/c. The point-spread function Γ(x1, t) can be seen
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Figure A1. The space-time point-spread function Γ(x1, t)

(clipped at 20% of its maximum amplitude) for the situation of
a homogeneous lossless medium (propagation velocity 2000 m/s)
and an infinite regular source array. The autocorrelation of the
sources is a Ricker wavelet with a central frequency of 20 Hz.

as a band-limited delta function δ(x1)δ(t), with the tempo-
ral band-limit imposed by the autocorrelation function S(t)
and the spatial band-limit imposed by the evanescent waves
and, for a finite source array, the absence of large propaga-
tion angles.

For the derivation in this appendix we considered a 2D con-
figuration and assumed the sources are dipoles. For other
situations (3D configuration and/or monopole sources) the
details are different, but in all cases the analytical point-
spread function reveals the characteristic X-pattern (or a
two-sided conical pattern in 3D).
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