
1

3-D recursive extrapolation operators

Jan Thorbecke1

1.1 Introduction

To visualize the 3-D subsurface of the earth 3-D migration algorithms are needed which give
accurate results within a reasonable computation time. In this Chapter severalrecursive depth
migrationalgorithms are discussed and compared with each other. The backbone of every re-
cursive depth migration algorithm is a 3-D extrapolation algorithm. In lateral homogeneous me-
dia the extrapolation algorithm can be a simple multiplication in the wavenumber domain, but
extrapolation through 3-Dimensional inhomogeneous mediais a more computation intensive
operation and requires a space-variant spatial convolution. Recently various authors (Holberg
(1988); Blacquìere (1989); Hale (1991b); Soubaras (1992); Sollid and Arntsen (1994); Gaiser
(1994); Biondi and Palacharla (1994) and Kao et al (1994)) have published articles which pay
attention to an optimized calculation and efficient implementation of 3-Dimensional extrapola-
tion operators in a recursive depth migration. This Chapterwill give an overview of the existing
methods and introduces several efficient optimization and implementation methods that have
not yet been discussed in the Geophysical literature. The computation times of the different al-
gorithms are compared with each other and the performance ofthe extrapolation algorithm is
checked with the aid of a simple synthetic experiment.

1.2 Wave field extrapolation in the space-frequency domain

In laterally homogeneous media the recursive one-way extrapolation operator in thekx, ky-ω
(wavenumber-frequency) domain can be well represented by the phase shift operator (Gazdag,
1978):

F̃ (kx, ky, ω, ∆z) = exp (−j

√

ω2

c2
− (k2

x + k2
y)∆z) (1.1)
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with ∆z being a small extrapolation step. The advantage of computation in thekx, ky-ω domain
is that the desired result is obtained bymultiplicationof the data with the phase shift operator.
However, to allow laterally varying medium functions a space variantconvolutionoperator in
thex, y-ω (space-frequency) domain should be used. When the spatial extrapolation operator
is used in an explicit recursive depth migration algorithm it must be calculated in such a way
that it gives reliable and stable results within a reasonable computation time. To arrive at this
goal two steps must be taken; the first step is an optimum design of the spatial operator and the
second step deals with a fast implementation of the spatial convolution. It turns out that the most
efficient algorithms combine these two steps and design a spatial operator in such a way that it
can be implemented in a fast way.

A first subdivision between the different optimization methods can be made with respect to the
type of expansion of the analytical phase shift operator (equation (1.1)) in the wavenumber do-
main. This expansion can be a (Taylor) series expansion of the analytical phase shift operator
with respect tokz =

√

k2 − (k2
x + k2

y) (this Chapter), an expansion with respect tok2
r = k2

x+k2
y

((Berkhout, 1982), (Soubaras, 1992), (Sollid and Arntsen,1994), (Hoff, 1995) and this Chap-
ter) or an expansion with respect to the cosine terms of the 1-D Fourier transformation (Hale,
1991a). In equations (1.4) to (1.6) these different approximation to the phase shift operator are
shown

F̃0(kx, ky) = exp (−jkz∆z) (1.2)

≈
M
∑

m=0

N
∑

n=0

Fmn cos (kxm∆x) cos (kyn∆y) (1.3)

≈
M
∑

m=0

Fm cos (krm∆x) (1.4)

≈
M
∑

m=0

am[k2
x + k2

y ]
m (1.5)

≈
M
∑

m=0

bm[kz]
m (1.6)

Equation (1.3) is the direct method which calculates the 2-Dextrapolation operatorFmn by a di-
rect optimization method and can be regarded as a weighted expansion in 2-Dimensional cosine
terms. The direct method requires a full 2-Dimensional spatial convolution. Equation (1.4) is
a reduction of the 2-Dimensional filter problem to a 1-Dimensional filter problem by using the
circular symmetry of the 2-D operator and is represented by an expansion in 1-Dimensional co-
sine terms. The 1-Dimensional filter problem, to obtainFm, can be solved with a preferred 1-D
optimization method (Thorbecke and Rietveld, 1994). The 1-D cosine terms are approximated
by short 2-Dimensional convolution filters.

Equation (1.5) and (1.6) are expansions of the operator in non-spectral polynomials. The terms
am andbm in the series expansions can be obtained by calculating the coefficients from a Taylor
expansion (Berkhout, 1982), or optimizing the coefficientswith an error definition in a preferred
norm (for example theL2 or L∞ norm, see Appendix C ). The basic polynomialsk2

x + k2
y and
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expansion
cos (kx) cos (ky)

cos (
√

k2
x + k2

y)
√

k2 − (k2
x + k2

y)

k2
x + k2

y

optimization
Least Squares

Weighted Least Squares
Non-Linear

Remez Exchange

implementation
2-D convolution
1-D convolution

Chebyshev
Series

Table 1.1 Three criteria which are used to discriminate between different 3-Dimensional extrapola-
tion algorithms. Note that in principle many combinations between the elements in the three
blocks are possible.

kz which occur in equations (1.5) and (1.6) are approximated byshort and accurate convolution
operators.

A secondsubdivision between the different extrapolation algorithms can be made with respect
to the kind of optimization method used to obtain the spatialconvolution operator. The type of
implementation of the spatial convolution is athird criterion to discriminate between the dif-
ferent methods. Table 1.1 gives an overview of the differenttechniques which can be used in
the expansion, optimization and implementation. Note thatin principle many combinations be-
tween the elements in the three blocks are possible. For example Holberg (1988) and Blacquière
(1989) use a non-linear optimization technique for the operator optimization in a 2-Dimensional
cosine series (weighted inverse Fourier transformation according to equation (1.3)) and have
implemented this operator as a full 2-D convolution. Hale (1991a) makes use of the McClel-
lan transformation in equation (1.4) and uses the coefficients of a 1-D convolution operators
in a Chebyshev recursion scheme. Soubaras (1992) uses the Remez exchange algorithm in the
optimization of the 1-D convolution operators and in the optimization of the expansion factors
(with respect to powers ofk2

x + k2
y) of the phase shift operator in equation (1.5). In this Chapter

the weighted least squares optimization method is introduced as a fast alternative method for
the optimization of the 2-D convolution operators and in theoptimization of the factors in the
series expansions. The McClellan method is discussed in detail and several schemes are given
which optimize the original McClellan method. The series expansions with respect tokz and
k2

x + k2
y given in equation (1.5) and (1.6) are worked out in detail andcompared with the other

extrapolation methods.

1.3 Direct method

The most straightforward method which does not make use of any series expansion is called,
after Berkhout (1982), the direct method. In the direct method the optimization for the convo-
lution operator is defined by the Fourier transformation from wavenumber to spatial domain and
implemented by means of an optimization scheme (see Holberg(1988) and Blacquière (1989)
for the results with a non-linear optimization scheme). Theadvantage of the direct method is
the uncomplicated optimization of the operator and the simple implementation. A disadvantage
of this direct method is that in the space-frequency domain the full 2-D convolution has to be
carried out for every spatial position. For an operator witha typical operator size of25 × 25
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points this means 625 complex multiplications and summations for every grid point! By using
the even symmetry in the operator the number of multiplications can be reduced by a factor of 4
by folding the data into a quarter and application of the convolution to this folded part. However
the number of flops remains high, especially when we take intoaccount that this convolution has
to be carried out for every grid point, for every frequency ofinterest and for several depth steps.
In this Chapter the results obtained with the direct method are used as a reference result for
comparison with the other, non-direct, methods. In the remainder of this section three different
methods, to calculate the 2-D convolution operators are discussed with respect to accuracy and
efficiency and a synthetic migration experiment, to test thedifferent extrapolation algorithms,
is introduced.

1.3.1 Weighted Least Squares optimization

The most simple way to obtain space-frequency operators is an inverse Fourier transformation
of the exact operators from the wavenumber-frequency domain back to the space-frequency do-
main. Despite of its simple form this solution is not very efficient because the spatial convolu-
tion operator obtained in this way must be very long to give stable and accurate results. Tapering
the spatial operator gives some improvements (Nautiyal et al., 1993) but for accurate extrapo-
lation results tapering cannot be used as pointed out by Thorbecke and Rietveld (1994). The
aim in the design of the operator is a short convolution operator with a wavenumber-frequency
spectrum which is, over a desired wavenumber band, equal or close to the phase shift operator
in thekx, ky-ω domain. The starting point in the analysis of this optimization problem is the
inverse Fourier transformation which is defined as

F̃ (kx, ky) =
∫ ∫ ∞

−∞

F (x, y) exp (jkxx) exp (jkyy)dx dy (1.7)

Using the discrete version of the Fourier integral and the even symmetry in the phase shift op-
erator equation (1.7) is rewritten in a discrete equation (after Blacquìere (1989))

F̃ (kx, ky) ≈
M
∑

m=0

N
∑

n=0

SmnF (m∆x, n∆y) cos (kxm∆x) cos (kyn∆y) (1.8)

with Smn defined as

Smn =



















1 for m = n = 0,

2 for m = 0 ∨ n = 0,

4 for n 6= 0 ∧ m 6= 0

(1.9)

Using the Circular symmetry in the operator by interchangingn andm and the fact that
∑M

m=0

∑m
n=0 =

∑N
n=0

∑M
m=n the number of equations can be further reduced to 1/8 of the original number of

equations (this reduction is only possible if∆x = ∆y)

F̃ (kx, ky) ≈
M
∑

m=0

m
∑

n=0

F (m∆x, n∆y)
[

Smn cos (kxm∆x) cos (kyn∆y)
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+ S ′
nm cos (kxn∆x) cos (kym∆y)

]

(1.10)

with S ′
nm defined as



















0 for n = m,

2 for n = 0 ∨ m = 0,

4 for m 6= 0 ∧ n 6= 0

(1.11)

andM ×N being the user specified size of the desired short operator. Using the shorter matrix
notation equation (1.10) can be rewritten as

F̃
′
= Γ

˜
F (1.12)

with F the desired short operator andF̃
′
being its spatial Fourier transform, yielding an approxi-

mation of the exact phase shift operator. Equation (1.8) with the quarter, or equation (1.10) with
the octal part has to be solved for the unknown operator coefficientsFmn = F (m∆x, n∆y)) for
all wavenumbers(kx, ky) of interest. Therefore a weighted error functionε̃ is defined as

ε̃ = Ẽ
h
Λ̃
˜
Ẽ (1.13)

with

Ẽ = Γ
˜
F − F̃ (1.14)

andΛ̃
˜

a diagonal matrix containing a weighting function on its diagonal. The introduced weight-
ing function gives a good control over the desired functionality of the space-frequency operators.
The least-squares solution of equation (1.13) is given by

F =
[

Γ
˜

h
Λ̃
˜
Γ
˜

]−1
Γ
˜

h
Λ̃
˜
F̃ (1.15)

whereΓ
˜

h
Λ̃
˜
Γ
˜

is a square matrix. The weighted least-squares method (abbreviated as WLSQ)
can be used in the calculation of short (2-D) spatial convolution operators but also in the cal-
culation of series expansion factors. In DELPHI Volume V (1994), Appendix A, the WLSQ
method was used to solve the 1-D optimization problem. For the 1-D optimization problem the
WLSQ method has another advantage; the matrixΓ

˜
h
Λ̃
˜
Γ
˜

which has to be inverted has a Toeplitz
structure and can be inverted fast by using the Levinson scheme. For the 2-Dimensional prob-
lem standard LINPACK routines are used to calculate a QR decomposition of the matrixΓ

˜
h
Λ̃
˜
Γ
˜and with this decomposition the solution of matrix equation(1.15).

In Figure 1.1 the wavenumber spectrum of a WLSQ optimized,19× 19 points spatial convolu-
tion operator is given for128× 128 kx, ky points withc = 1000ms−1, f = 25Hz, ∆x = ∆y =

∆z = 10m and a maximum angle of interest(αmax) of 65o. In the remainder of this Chapter
these parameters will be used in all further examples which represent a phase shift operator. The
WLSQ method gives an accurate operator which has a wavenumber spectrum close to the exact
phase shift operator as shown in Figure 1.1. Note that due to the optimization on a rectangular
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Fig. 1.1 The wavenumber spectrum of a WLSQ optimized operator with19× 19 spatial points,128×
128 kx, ky points withc = 1000ms−1, f = 25Hz,∆x = ∆y = ∆z = 10m and a maximum
angle of interest of65o.

grid the operator has a somewhat square symmetrical shape. If ∆x = ∆y the matrix definition
which uses the octal symmetry, given in equation (1.10), canbe used in the implementation of
the WLSQ solution. This scheme reduces the operator calculation time with a factor of 2 in
comparison with equation (1.8) and the matrix problem contains less degrees of freedom so the
unknown parameters are better defined.

Impulse response of an extrapolation operator

An impulse response experiment is used to test the behavior of the extrapolation operator in an
explicit finite-difference migration algorithm. In the middle of a spatial limited homogeneous
medium a point source is defined with the source signature shown in Figure 1.2. The zero-phase
Ricker wavelet is centered at 0.512 seconds. The constructed data set is transformed to the fre-
quency domain and extrapolated to deeper depth levels for every frequency of interest. At every
depth level an imaging step is carried out and the depth imageis stored in memory. At the end
of the calculation for all frequencies the final depth image is written to disk. The block-scheme
of this algorithm is shown in Figure 1.3. For the other extrapolation algorithms discussed in

a) Time signature b) Amplitude spectrum

Fig. 1.2 a) Time signature and b) Amplitude spectrum of the wavelet used in the migration experiments.
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Extrapolation ∀  x and y

Writing depth image to Disk

Imaging

Operator Calculation

Initialization

next
frequency

next
depth

Input Parameters

Fig. 1.3 Processing scheme for the impulse response experiment. Note that the extrapolation block in
the scheme is different for every different extrapolation implementation.

this Chapter the extrapolation block in Figure 1.3 is replaced with the extrapolation algorithm
of interest, everything else in the scheme remains the same.For the synthetic experiment the
following parameters are used:c = 1000ms−1, fmin = 5Hz andfmax = 45Hz, ∆x = ∆y =

∆z = 10m, ∆t = 0.004s and55 depth steps are taken on a x,y grid of111×111 samples wide.
Note that the maximum frequency is positioned in the wavenumber domain at0.9 ∗ π

∆x
(= kN).

A reference output of this experiment can be calculated by using the exact expression of the
extrapolation operator in the spatial domain. The exact spatial operator is defined by the dipole
pulse response which is given by

G0(r, k, φ) =
1 + jkr

r2
cos φ exp (−jkr) (1.16)

with k = ω
c
, cos φ = z

r
andr =

√
z2 + x2 + y2. Using the complex conjugateG∗

0 of the dipole
response in a non recursive version of the scheme given in Figure 1.3 a reference impulse re-
sponse can be calculated for the synthetic model described above.

How the zero-offset depth image is built up is shown in Figure1.4. In this Figure the time re-
sponses for several depth steps are shown together in one picture. The imaging step at a certain
depth level is equivalent with selecting the zero time valuefor all x- and y-positions. The low-
est event in Figure 1.4 is the time response of the pulse afteran inverse extrapolation step of
100 m, every higher event represents a depth level 100 m deeper. We see that for the deeper
event the crossing with t=0 is converging to the x=0 positionand will finally disappear if the
depth exceeds 512 m. From this figure we can also derive that every depth slice corresponds to
a certain dip angle. For example for a depth slice at 200 m the dip angle is given bycos φ =

z(ct0)
−1 ⇒ φ ≈ 67o. In Figure 1.5 three cross sections out of the 3-D depth imageof the refer-

ence experiment are shown; the right pictures in Figure 1.5 show a vertical cross section for x=0
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Fig. 1.4 Time responses for several depth steps. The lowest event is the time response of the pulse after
an inverse extrapolation of 100 m every higher event represents a depth level 100 m deeper.

(top) and x=y (bottom), the left hand side picture in Figure 1.5 shows a horizontal cross section
at a depth of 220 m which corresponds to a reflector dip of 65 degrees. Note that everywhere in
this chapter the presentation of impulse responses will be the same as in Figure 1.5.

Using 2 Dimensional19×19 convolution operators obtained with the introduced WLSQ method
gives the depth image shown in Figure 1.6a. In the spatial convolution scheme the even sym-
metry in the operator is used explicitly by folding the data into common operator point parts,
which reduces the number of multiplications significantly.In the calculation of the convolution
operator only 1/8 th of the total spectrum is used by making use of the circular symmetry and the
fact that∆x = ∆y. In Figure 1.6a we see that the artefacts in the depth image consists of inner
’circular’ events at the higher angles which have a square structure. This square structure is due
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z = 220

Impulse response for reference operator
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x = y

Fig. 1.5 Reference output for the migration experiment with left thedepth slice at z = 220 m. Top right
shows a vertical slice for x=0 and bottom right a vertical slice for x=y. Note the perfect cir-
cular shape and the accuracy at the higher angles.
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a) 19x19 point convolution operator
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b) 25x25 point convolution operator
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c) 31x31 point convolution operator
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Fig. 1.6 Results of the WLSQ optimized operators for different operator sizes. Note that the artefacts
which are present in the result for the 19x19 operator disappear for the larger operator sizes.



1 – 10 Chapter 1: 3-D recursive extrapolation operators

to the fact that the solution of the optimization problem is calculated on a rectangular grid. In
the presentation of the paper of Kao et al (1994) similar features were observed. Using a longer
2-D convolution operator as shown in Figure 1.6b for a25×25 and in Figure 1.6c for a31×31

points operator these rectangular artefacts have vanished. A more detailed discussion of the er-
rors in the extrapolation operators is given in the last subsection of this section. In Appendix A
the computation times for the direct convolution method is given for different operator sizes on
the different machines used in our research group.

1.3.2 Hankel Transformations

A disadvantage of the direct optimization method discussedin the previous section is that the
use of a rectangular grid is displayed in the results and the circular symmetry of the operator is
not used to its limits. By using the circular symmetry in the phase shift operator the operator
optimization problem is better defined by using less equation to solve the unknowns. This may
reduce the artefacts caused by the use of a rectangular grid and will consume less computation
time. The circular optimization problem can be derived by rewriting the continuous Fourier
transform pair

F̂ (kx, ky) =
∫ ∫ ∞

−∞

F (x, y) exp (jkxx) exp (jkyy)dx dy (1.17)

F (x, y) =
1

4π2

∫ ∫ ∞

−∞

F̂ (kx, ky) exp (−jkxx) exp (−jkyy)dkx dky (1.18)

with the aid of polar coordinates. For a circular symmetric function in the wavenumber domain
with kr =

√

k2
x + k2

y, kx = kr cos θ, ky = kr sin θ and the Jacobiandkx dky = kr dkr dθ the
continuous inverse Fourier transform can be rewritten to

F (x, y) =
1

4π2

∫ 2π

0

∫ ∞

0
F̂ (kr) exp (−jkrx cos θ) exp (−jkry sin θ)kr dθ dkr

(1.19)

F (x, y) =
1

4π2

∫ ∞

0
F̂ (kr)krdkr

∫ 2π

0
exp (−jkr(x cos θ + y sin θ))dθ (1.20)

Introducingr = x cos ϕ + y sin ϕ =
√

x2 + y2 (x = r cos ϕ, y = r sin ϕ)gives

F (r, ϕ) =
1

2π

∫ ∞

0
F̂ (kr)krdkr

1

2π

∫ 2π

0
exp (−jkrr cos (θ − ϕ))dθ (1.21)

With the definition of the zero order Bessel function as (Abramowitz and Stegun 9.1.18 (1968)
)

J0(τ) =
1

π

∫ π

0
cos (τ cos (θ))dθ (1.22)
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Fig. 1.7 The wavenumber spectrum of a circular WLSQ optimized operator with 19×19 spatial points
and128 × 128 kx, ky points withc = 1000ms−1, f = 25Hz,∆x = ∆y = ∆z = 10m and
a maximum angle of interest of65o.

J0(τ) =
1

2π

∫ π

0
exp (−jτ cos (θ)) + exp (jτ cos (θ))dθ (1.23)

J0(τ) =
1

2π

∫ 2π

0
exp (−jτ cos (θ))dθ (1.24)

substituted into equation (1.21) gives

F (r) =
1

2π

∫ ∞

0
F̂ (kr)J0(krr)kr dkr (1.25)

So the spatial convolution operator and its Fourier transformation are both circular symmetric
and are related by the Hankel transform. Which is illustrated by the following formulations in
polar coordinates

F (r) =
1

2π

∫ ∞

0
F̂ (kr)J0(krr)kr dkr (1.26)

F̂ (kr) = 2π
∫ ∞

0
F (r)J0(krr)r dr (1.27)

The spectral limited and discrete version of the Hankel transform is given by

F (p∆r) =
1

N∆r

N
∑

n=0

F̂ (n∆kr)J0(n∆krp∆r)n∆kr (1.28)

with ∆kr = 2π
N∆r

. This last equation is implemented in the WLSQ optimizationscheme of equa-
tion (1.15) in which the matrixΓ

˜
is defined by the zero order Bessel functionJ0(krr) in place

of the cosine terms of the Fourier transform. The solution ofthis problem is an optimized short
operator as function ofr. In the optimization problem we can choose the pointsr in such a way
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Fig. 1.8 The wavenumber spectrum of a rotated Fourier reconstructedoperator with19 × 19 spatial
point,128×128 kx, ky points withc = 1000ms−1, f = 25Hz,∆x = ∆y = ∆z = 10m and
a maximum angle of interest of65o.

that they coincide with the spatial grid. The wavenumber spectrum of the calculated solution is
shown in Figure 1.7 where the same parameters are used as in Figure 1.1. The spectrum shown
is far from good and cannot be used in an extrapolation algorithm. The problem with the Han-
kel transformation is that for the spatial positionr = 0 it is not possible to define a suitable
value. If we make it zero we get a singular matrix and making itnon-zero is a random choice.
So the Hankel transformation cannot be used directly to design circular symmetric convolution
operators.

1.3.3 Rotated Fourier reconstruction

The idea of rotating a 1 dimensional operator as described inthe previous section can also be
used in the wavenumber domain. In the previous section it wasshown that the desired 2-D con-
volution operator must have a circular symmetric frequencyresponse. The projection onto a line
oriented with an angleφ from one of the spatial axes is identical with an optimal 1-D convolution
operator (Kato and Matsumoto, 1982). A slice along the same orientation in the Fourier domain
corresponds to the Fourier transform of the 1-D convolutionoperator. This is known as the pro-
jection slice theorem. Thus the circularly symmetric frequency response is exactly described by
one single projection. The problem of obtaining the circular 2-D convolution operator from the
spectrum of the optimized 1-D convolution operator can be solved is several ways. The McClel-
lan transformation is one of them and described in section 1.4. Another method is the Fourier
reconstruction method which is described in this section.

The 2-D circular convolution operator is obtained by takingthe inverse Fourier transform of the
rotated 1-D spectrum of the optimized 1-D spatial operator with length N. To eliminate the Gibbs
phenomenon the outer region of the circle is filled with the Nyquist value of the 1-D spectrum.
Note that the rotated wavenumber spectrum has the circular symmetry only in the circular cen-
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a) 19x19 point convolution operator
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b) 31x31 point convolution operator

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

x = 0

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

x = y

Fig. 1.9 Results of the rotated Fourier reconstructed operators for19x19 and 31x31 point convolution
operators. Note that some of the artefacts in the result for the 19x19 operator disappear for
the longer operator.

trum, therefore the projection of the 2-D spectrum is only identical with the 1-D spectrum along
the vertical and horizontal directions. The projection along any other direction is not exactly
identical with the 1-D spectrum but gives a good approximation. After the inverse Fourier trans-
form the result is truncated to the original length of the 1-Dconvolution operator (NxN). Since
the projection is of finite length N, the obtained convolution operator has a nearly finite support.
Therefore the rectangular windowing distorts the circularfrequency response only slightly.

So basically the rotated Fourier reconstruction method consists of designing a 1-D optimized
spatial operator, computing and rotating its frequency response in the 2-D wavenumber plane,
filling the undetermined region with the Nyquist value of the1-D wavenumber response, per-
forming the 2-D inverse Fourier transformation and then windowing the result. The wavenum-
ber spectrum of an operator obtained in this way is shown in Figure 1.8.

The impulse responses for the operator sizes19 × 19 and31 × 31 are shown in Figure 1.9.
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Note that the depth image has a perfect circular symmetry butin the middle of the circle there
are some irregular artefacts visible. In the vertical cross-section a ghost event is observed after
and before the main event. In the future we will try to reduce these artefacts and will use this
very simple and attractive method to calculate 2D operatorsin a more sophisticated way. For
example it is possible to use another interpolation method or a smooth window, to truncate the
operator in the spatial domain.

1.3.4 Error analysis

From an engineering point of view it is interesting to investigate how the different parameters
in the optimization procedure must be chosen to obtain efficient operators which are accurate
up to a desired maximum angle. For this analysis it is necessary to define accuracy in a useful
way. In Appendix C the most common used definitions of accuracy are given. In this section
we will use theL2 and theL∞ norms in a certain domain of interest. The domain of interestis
defined bykr < k sin (αmax) (= kr,max) with k = ω

c
.

The followingL2 andL∞ error norms are defined over the domain of interest

ε2 =





∫

π
4

φ=0

∫ kr,max

kr=0 ‖F (kr) − F̂ (kr, φ)‖2
kr dkr dφ

∫

π
4

φ=0

∫ kr,max

kr=0 ‖F (kr)‖2kr dkr dφ





1

2

(1.29)

εa
∞ = max

0≤kr≤kr,max

| ‖F (kr)‖ − ‖F̂ (kr)‖ |

+ max
kr,max<kr≤kN

| 1 − ‖F̂ (kr)‖ | {if ‖F̂ (kr)‖ > 1.0} (1.30)

εp =

[

∫ π
4

φ=0

∫ kr,max

kr=0
‖∂Ep

∂kr

kr‖2 dkr dφ

]
1

2

(1.31)

with

Ep = arg F (kr) − arg F̂ (kr, φ)

whereF̂ (kr) is an approximation to the true functionF (kr), ε2 is the normalized least squares
error,εa

∞ the maximum amplitude error andεp a measurement for the derivative of the phase
error with respect to the polar distancekr . The normalizedε2 error is a global error and is re-
lated to the accuracy of the operator. The amplitude error gives an indication of the stability
of the operators in a recursive extrapolation scheme. Note that‖F (kr)‖2 = 1 in the domain
of interest. Included in theεa

∞ error is a stability measurement fork sin (αmax) < kr ≤ kN .
If the amplitude of the operator in this domain is higher than1.0 then it contributes to theεa

∞

error. Theεp error is defined in such a way that it is sensitive to errors in the circular symmetry
of the operator. In the ideal case theεp error should be zero because of the circular symmetry
of the operator. To compute the derivative with respect tokr a three point finite difference op-
erator is used to compute the derivative with respect tokx andky. With these derivatives the

∂
∂kr

= ∂
∂kx

∂kx

∂kr
+ ∂

∂ky

∂ky

∂kr
is calculated. If the phase error is large and the derivativewith respect
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Operator 5 Hz 20 Hz 40 Hz
weight ε2 εa

∞ εp ε2 εa
∞ εp ε2 εa

∞ εp

1e-5 1.5e-3 1.9e-2 4.4e-4 5.6e-4 2.8e-2 8.4e-4 3.9e-4 1.3e-2 1.1e-3
5e-5 2.9e-3 2.6e-3 8.4e-4 1.4e-3 2.3e-3 1.6e-3 8.3e-4 4.2e-3 1.4e-3
1e-4 4.1e-3 3.8e-3 1.2e-3 1.7e-3 3.6e-3 2.1e-3 1.3e-3 5.3e-3 1.5e-3
5e-4 6.9e-3 7.4e-3 1.9e-3 2.8e-3 7.3e-3 2.6e-3 1.9e-3 8.1e-3 2.5e-3
1e-3 7.9e-3 9.1e-3 2.0e-3 3.4e-3 9.4e-3 2.7e-3 2.4e-3 9.2e-3 3.2e-3
5e-3 1.0e-2 1.6e-2 2.1e-3 6.0e-3 1.7e-2 2.8e-3 4.0e-3 1.1e-2 7.6e-3
1e-2 1.2e-2 2.0e-2 2.1e-3 8.0e-3 2.4e-2 3.6e-3 5.4e-3 1.3e-2 1.1e-2
5e-2 2.1e-2 3.6e-2 1.6e-3 1.5e-2 3.5e-2 9.4e-4 1.1e-2 2.3e-2 2.2e-2

Table 1.2 Error analysis for different weighting factors with a constant operator size (19 × 19) and
maximum angle of interest (60o).

to kr is also large then the operator will have a detectable non-circular character.
To determine the errors due to the recursive use of the operator in a homogeneous medium
(which is a worst case situation) the difference with respect to the reference impulse response
is calculated for every depth slice according to

εs(z) =





∫ xmax

x=0

∫ ymax

y=0 ‖F (x, y, z) − F̂ (x, y, z)‖2
dx dy

∫ xmax

x=0

∫ ymax

y=0 ‖F (x, y, z)‖2 dx dy





1

2

(1.32)

This spatial error will be presented in an error curve as function of the angle (=depth).

The calculation of the wavenumber errors in equation (1.29), (1.30) and (1.31) gives three val-
ues for one operator defined for one frequency. For a more useful definition three frequencies,
within the frequency range of interest, are analyzed: one ata low frequency (in our example 5
Hz.), a central frequency (20 Hz) and at a high frequency (40 Hz.). To have a better idea how
the different errors in the operators are exposed in the depth image a number of experiments is
carried out where the error in the operators is changing. Theerror in the operator can be var-
ied by changing the weighting function, the operator lengthand the maximum angle of interest.
From these experiments it is possible to derive an error criterion for the calculated operator er-
rors which can be used as a measure of accuracy for the extrapolation result. These experiments
are done with different WLSQ optimized operators with a varying weighting function, a change
in operator size and a varying maximum angle of interest. Allother parameters remain the same.

The error for three characterizing frequencies is given in Table 1.2 for different weighting fac-
tors, which are given in the first column. The weighting factor is defined as the value of the
box-shaped weight function outside the domain of interest.Inside this domain the weight func-
tion is given the value 1.0. A practical limit of the weighting factor is 5e-5, because smaller
factors gives unstable operators (reflected in theεa

∞ error). The error for a varying operator size
is given in Table 1.3 and for the results for different maximum angles is shown in Table 1.4.

• changing weight factor
In Figure 1.10 two impulse responses are displayed which differ with respect to the used weight-
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Fig. 1.10 The impulse response as function of the weighting factor. The depth cross section is equiv-
alent with an angle of65o. Note that for larger weighting factors the error grows and the
result contains more artefacts.

ing factor in the operator calculation. Theε̄2 error given in the Figures is the average error over
the three characterizing frequencies. From this Figure andTable 1.2 the following conclusions
can de drawn;
(1) For the stable weight factors theε2 and theεa

∞ errors are increasing if the weighting factor
increases. The unstable weight factor (1e-5) is only reflected in the stability part (second equa-
tion on the right hand side of equation (1.30)) of theεa

∞ error. Theεp and theε2 error are not
sensitive for instabilities outside the domain of interest. The best weighting factor is therefore
that factor which gives an operator which remains just stable. This factor is easily to determine
because it can be chosen constant for all frequencies for a fixed operator size.
(2) An averageε2 error (averaged over all frequencies of intererest, indicated byε̄2) smaller than
2e-3 gives an accurate depth image up to the desired maximum angle. A largerε̄2 error gives
artefacts ’inside’ the main event as observed in Figure 1.10.
(3) If the ε2 error is small than the other errors are not by definition small too. This fact can
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a) Amplitude errror b) Phase errror

Fig. 1.11 Amplitude and phase errors for an operator at 40 Hz with a weight factor of 1e-3 and an
operator size of19 × 19 points. Note the high error values at the edges of the domain of
interest.

be explained by looking at the amplitude and phase errors which are shown in Figure 1.11 for
an operator at 40 Hz with a weight factor of 1e-3. These error functions have big peaks at the
higher angles. In the calculation of the globalε2 error these peaks are averaged out. In the depth
images of Figure 1.10 these peaks in the error function are also not visible, but one can imagine
that if these peaks become too big the recursion scheme can become unstable and inaccurate.

• changing operator size
In Figure 1.12 two different operators are displayed which differ with respect to the operator
size. From this Figure, Figure 1.6 and Table 1.3 the following conclusions can de drawn;
(1) A larger operator size will give more accurate results, but for a certain accuracy (which is
reached for this problem at an operator size of25 × 25 points with an averageε2 error in the
order of 1e-3) the improvement, by using a larger operator size, on the result is little. So there
exists an optimum efficient operator size.
(2) The largeεa

∞ error for 40 Hz operator with size37 × 37 is due to the fact that the operator
has a little amplitude jump after60o on the diagonalkx = ky which is taken into account by the
stability part in theεa

∞ error. This effect can be detected by the smallε2 andεp error. Choosing
a slightly bigger maximum angle (65o) will give a stable operator. The jumps at the edges of

Operator 5 Hz 20 Hz 40 Hz
size ε2 εa

∞ εp ε2 εa
∞ εp ε2 εa

∞ εp

13x13 6.1e-3 3.7e-3 1.9e-3 3.1e-3 3.1e-3 4.2e-3 2.7e-3 4.4e-3 6.6e-3
19x19 2.9e-3 2.6e-3 8.4e-4 1.3e-3 2.3e-3 1.6e-3 8.3e-4 4.2e-3 1.4e-3
25x25 1.7e-3 1.8e-3 4.4e-4 6.1e-4 1.6e-3 6.3e-4 4.1e-4 2.0e-3 6.8e-4
31x31 1.3e-3 1.0e-3 2.7e-4 3.5e-4 1.0e-3 3.1e-4 2.5e-4 7.6e-4 5.8e-4
37x37 8.5e-4 1.1e-3 1.6e-4 2.4e-4 6.8e-4 2.7e-4 1.8e-4 2.3e-2 4.7e-4

Table 1.3 Error analysis for different operator sizes with a constantweighting factor (5e-5) and max-
imum angle of interest (60o).
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b) operator size = 37x37;̄ε2 = 3.9e − 4
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Fig. 1.12 The impulse response as function of the operator size. The depth cross section is equivalent
with an angle of60o. Note that a small operator size gives problems at higher angles.

the domain of interest are typically for least squares design methods. These peaks can be sup-
pressed by changing the weighting function at the edges of the domain or by using an aditional
optimization step which uses the results of the first step.
(3) Using a small operator and defining a relative large maximum angle gives errors which are

typically of the form as shown in the vertical cross section of Figure 1.12a). These artefacts
are due to errors at the higher angles and are most clearly represented by theε2 error. For the
13× 13 operator the averagēε2 error is 4e-3, for the other, larger, operators this error issmaller
than 2e-3. From these experiments we can conclude that anε̄2 error smaller than 2e-3 will give
no visible artefacts in the depth image. The artefacts are due to the peaks at the edges of the
domain of interest. In these critical examples the phase error is for angles larger than the max-
imum angle already large while the amplitude error is still small. So the large phase error is
not supressed by a small amplitude error and gives artefactsas observed in the Figures. In our
research group there are some methods developed to suppressthese artefacts (Hoff, 1995).
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a) maximum angle =30o; ε̄2 = 3.7e − 2
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b) maximum angle =45o; ε̄2 = 3.0e − 3
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Fig. 1.13 The impulse response as function of the maximum angle of interest with an operator size of
13×13. The depth cross section is taken at the maximum angle of interest. Note that the very
small angles give problems.

• changing maximum angle
In Figure 1.13 two different depth images are displayed which differ with respect to the maxi-
mum angle of interest in the operator. The operator size is chosen fixed at13 × 13. The result
with a maximum angle of75o is unstable. From this Figure, Figure 1.12a and Table 1.4. The
following conclusions can de drawn;
(1) A smaller maximum angle does not automatically gives a better performance for an operator
with the same size. From theεa

∞ error in Table 1.4 it is observed that there exists an optimum
angle which is , for the13×13 operator with the chosen weight factor (5e-5), an angle between
30 and 45 degrees. This optimum is most clearly observed in theεa

∞ error.
(2) Theε2 andεp are of little use because these are not defined for angles outside the domain of
interest.
(3) Note that we kept the weighting factor constant throughout the different experiments, by
changing the weight factor it is possible to make a very shortoperator which is also stable out-
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Operator 5 Hz 20 Hz 40 Hz
angle ε2 εa

∞ εp ε2 εa
∞ εp ε2 εa

∞ εp

15 2.1e-3 3.3e-3 - 7.6e-4 5.4e-2 2.0e-5 6.2e-4 9.6e-2 4.9e-5
30 1.2e-3 1.5e-3 4.1e-5 7.2e-4 1.1e-3 1.2e-4 5.3e-4 6.6e-2 1.5e-4
45 2.9e-3 3.0e-3 4.7e-4 1.0e-3 3.2e-3 3.1e-4 8.0e-4 3.0e-3 4.8e-4
60 6.1e-3 3.7e-3 1.9e-3 3.1e-3 3.1e-3 4.2e-3 2.7e-3 4.4e-3 6.6e-3
75 1.2e-2 3.1e-3 6.5e-3 7.8e-3 3.9e-1 2.4e-2 6.14e-3 1.3e-0 3.8e-2

Table 1.4 Error analysis for different maximum angles with a constantweighting factor (5e-5) and a
fixed operator size of13 × 13.

side the domain of interest (see below).
From the experiments described above we can develop a criterion which can be used to deter-
mine if a certain operator calculation method gives stable and accurate results in a recursive
extrapolation algorithm. To use this criterion the wavenumber spectrum of the operator must
be calculated for three characterizing frequencies and theε2, εa

∞ andεp errors have to be calcu-
lated for every frequency. These errors must obey the following relations;
• ε̄2 ≤ 2e−3 accuracy measurement
• εa

∞ ≤ 3e−3 stability measurement
• εp ≤ 1e−2 circularity measurement
Theεp error is not tested very well in this section, but in the section about the McClellan method
theεp error turns out to be very usefull and there we will define theεp criterion better.

Operator 5 Hz 20 Hz 40 Hz
size ε2 εa

∞ εp ε2 εa
∞ εp ε2 εa

∞ εp

19x19 2.4e-2 3.9e-2 4.0e-3 5.7e-3 1.3e-2 6.2e-3 4.6e-3 1.0e-2 6.7e-3
25x25 1.8e-2 3.2e-2 2.4e-3 4.8e-3 1.3e-2 3.8e-3 2.3e-3 1.0e-2 1.6e-3
31x31 1.9e-2 3.6e-2 2.5e-3 3.7e-3 1.3e-2 2.2e-3 1.6e-3 5.1e-3 2.8e-3

Table 1.5 Fourier reconstructed operators which are accurate up to a maximum angle of60o. The 1-D
operators are obtained by using the 1D WLSQ method.

The performance of the rotated Fourier reconstruction method can be analyzed with the defined
error criteria. In Table 1.5 the errors are given for different operator sizes. The 1-D operators
are obtained by using the Remez exchange algorithm (similarresults were obtained by using a
WLSQ operator). The largeε2 errors indicate that the overall spectrum of the operator isinac-
curate. A better interpolation method (better than linear)or a smoother window in the spatial
domain may improve the result. With the used linear interpolation method a larger operator size
does not improve the result significantly.

Upto now we have calculated the errors in the wavenumber domain and interpreted these errors
in the spatial domain. But with the aid of the reference result and equation (1.32) it is possible
to calculate an error directly in the spatial domain. In Figure 1.14 this error is shown for the
19× 19 and31× 31 operators which impulse response is displayed in Figure 1.6. The vertical
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a) 19x19 point operator

er
ro

r

0o 15o 30o 45o 60o 65o

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

x = y

-500

-400

-300

-200

-100

0

100

200

300

400

500

-500 -400 -300 -200 -100 0 100 200 300 400 500

z = 220

b) 31x31 point operator
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Fig. 1.14 The spatial error as function of angle (=depth) together with a horizontal (for65o) and ver-
tical (for x = y) cross section of the error. Note that the all cross sectionsare displayed with
the same scaling factor.

cross section is displayed for the diagonalx = y and the horizontal cross section for an angle
of 65o. The top picture on the right hand side shows the error as function of the angle (=depth).
From these errors the following observations are made:
(1) The increasing error line for higher angles as displayedin Figure 1.14 is due to amplitude
errors and artefacts for the higher angles.
(2) Increasing the operator size increases the accuracy; less artefacts and a better amplitude.
(3) From the impulse response alone it is difficult to interpret the accuracy of the operator, com-
paring it with the reference operator gives a good indication of the errors in the operator and the
influence of the recursive application of the operators.

Given the error criteria we can also determine how the weightfactor and the operator size must
be chosen for a maximum angle of interest. The results of these experiments are summarized
in Table 1.6. The small angles15o and30o are difficult to optimize for the given maximum
angle, but by choosing a slightly bigger angle the operator can become stable and accurate for
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the smallest operator size possible. For example to get the operator for30o a maximum design
angle of40o degrees has to be chosen. For the higher angles this problem does not occur. If
one wants to design operators with small maximum angles of interest and suppression of all the
higher angles a larger operator size must be chosen than the one given in Table 1.6. The larger
ε̄p error in the75o operators is not as bad as it looks, the largest error peaks are positioned at the
edges of the domain of interest.

Operator 20 Hz Average
angle size weight ε2 εa

∞ εp ε̄2 ε̄a
∞ ε̄p

15 5x5 1e-5 1.6e-3 3.2e-3 1.6e-5 2.4e-3 2.2e-3 7.1e-5
30 9x9 2e-5 1.4e-3 3.0e-3 5.6e-4 1.9e-3 2.9e-3 2.7e-4
45 13x13 4e-5 1.0e-3 3.3e-3 3.5e-4 1.5e-3 3.1e-3 3.9e-4
60 19x19 4e-5 1.2e-3 2.4e-3 1.6e-3 1.5e-3 2.9e-3 1.2e-3
75 31x31 6e-5 1.7e-3 1.2e-3 4.8e-3 1.9e-3 1.4e-3 4.3e-3

Table 1.6 Optimum operators which are accurate up to a maximum angle ofinterest. Note that for
small angles these operators are stable but don’t suppress all higher angles.

Note that for small operator sizes the higher frequencies are most sensitive to errors, for the
larger operators the lower frequencies are more sensitive to errors. This behavior is related to
the WLSQ optimization method. A very small operator has a limited number of ’error’ peaks
in the frequency domain due to the limited number of contributing wavenumber components.
The WLSQ optimization method with a limited number of wavenumber components cannot
have very large peaks (Berkhout, 1984). If there are more wavenumber components the WLSQ
method can build up large peaks in the error function (Gibbs phenomenon).

1.4 McClellan transformation

The McClellan transformation transforms a 1-D convolutionoperator to a 2-D convolution op-
erator with a certain symmetry. This transformation is of interest because the implementation
is simple and the computation of the transformation coefficients can be done efficiently. Hale
(1991a) introduced the McClellan transformation into the Geophysical world and described two
related techniques which can replace the direct 2-Dimensional spatial convolution: (1) transfor-
mation of thenon-recursive1-Dimensional symmetrical filter in a 1-Dimensionalrecursivefilter
by using the Chebyshev recursion formula (see Appendix B ), (2) the McClellan transformation
of a 1-Dimensional filter to a circular symmetric 2-Dimensional filter. We will first discuss the
transformation from a 1-Dimensional filter to a 2-Dimensional filter. Next the Chebyshev re-
cursion formula is explained and at the end of this section several methods are discussed which
optimize the steps and coefficients used in the McClellan transformation.

McClellan Transformation form 1-D to 2-D

If the operator has a circular symmetry it is possible to reduce the computation time of the 2-
Dimensional filter by means of a McClellan transform. The McClellan transform (McClellan,
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1973) defines a mapping from a 1-D wavenumber axis to the 2-D wavenumber domain. The
change of variables to be described depends on the fact that both the operator approximations
in 1 and 2-Dimensions can be written as sums of cosine functions. The 1-Dimensional filter
problem of an even symmetrical operator can be rewritten as (note the similarity with equation
(1.8))

F̃ (kr) ≈ F (0) + 2
M
∑

m=1

F (m∆x) cos (krm∆x) (1.33)

F̃ (kr) ≈
M
∑

m=0

F ′(m∆x) cos (krm∆x) (1.34)

F̃ (kr) ≈
M
∑

m=0

F̂ (m∆x) cos (kr∆x)m (1.35)

with the choice of a suitable set of coefficientsF̂ (m∆x) that approximate the 1-D extrapolation
operatorF̃ (kr). In equation (1.34)F ′

m = 2Fm for m = 1, . . .M andF ′
m = Fm for m = 0. The

last step from equation (1.34) to equation (1.35) can be seenby lettingφ = cos (kr∆x). Then
cos (krm∆x) = cos (m arccos (φ)) = Tm(φ), whereTm(φ) is the Chebyshev polynomial of
order m (see Appendix B). Each cosine term in equation (1.34)may then be expressed in the
form

cos (kr m∆x) =
N

∑

n=0

αm,n cos (kr∆x)m (1.36)

where theαm,n are real coefficients and easily obtained with the Chebyshevrecursion formula.
Equation (1.34) reduces then further to

F̃ (kr) ≈
M
∑

m=0

F ′(m∆x)Tm(φ) =
M
∑

m=0

F̂ (m∆x)φm (1.37)

where both right-sides of the equation are now polynomials in φ.

The cosine terms in equation (1.35) can be approximated by a 2-Dimensional filter (assuming
∆x = ∆y)

cos (kr ∆x) ≈
P

∑

p=0

Q
∑

q=0

cpq cos (kx p∆x) cos (ky q∆y) (1.38)

wherecpq are called the McClellan factors (McClellan, 1973). By making the substitution of
equation (1.38) into equation (1.35) it reduces to

F̃ (kr) ≈
M
∑

m=0

N
∑

n=0

F̈ (m∆x, n∆y) cos (kx∆x)m cos (ky∆y)n (1.39)

which can be put in the form (using Chebyshev’s recursion formula again)

F̃ (kr) ≈
M
∑

m=0

N
∑

n=0

F̆ (m∆x, n∆y) cos (kx m∆x) cos (ky n∆y) (1.40)
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Fig. 1.15 The wavenumber spectrum of a first order McClellan operator with a 1-D operator of 19
spatial point,128 × 128 kx, ky points withc = 1000ms−1, f = 25Hz,∆x = ∆y = ∆z =

10m and a maximum angle of interest of65o.

first order McClellan second order McClellan

Fig. 1.16 Contour plots for the first and second order McClellan transformation. Note that for higher
wavenumbers both approximations deviate from the ideal circular (dashed) line.

which is the desired form for a 2-Dimensional filter which wasalready shown in equation (1.8)
(Note thatF̈ andF̆ are scaled versions ofF ). For example forP = Q = 1 the transformation
for circular symmetry reduces to a 9-term McClellan convolution operator (also called a first
order approximation) which is given by Hale (1991a) where−c00 = c10 = c01 = c11 = 0.5 and

cos (kr ∆x) ≈ −1 + 0.5(1 + cos (kx∆x))(1 + cos (ky∆y)). (1.41)

In Figure 1.15 an extrapolation operator is shown which is designed with the first order McClel-
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lan transformation of equation (1.41) and a 1-D operatorF (m∆x) of 10 points (19 point full
operator length). Note the square shape of the operator for the wavenumbers near the Nyquist
wavenumber (the edges of the figure).P = Q = 2 gives a 17-term McClellan transform (sec-
ond order approximation) which is also given by Hale (1991a)

cos (kr ∆x) ≈ −1 + 0.5(1 + cos (kx∆x))(1 + cos (ky∆y))

− 0.5c(1 − cos (2kx∆x))(1 − cos (2ky∆y)). (1.42)

with c = 0.0255. The McClellan factorscpq can be derived by defining points in thekx, ky plane
which map to a point on thek-axes of the 1-D operator such that all coefficients are uniquely
defined (for the first order McClellan transform 4 points are needed). The problem with the
McClellan transform, given the original McClellan factorsin equations (1.41) and (1.42), is that
for higher angles the transformation deviates from the ideal circular shape. The contour plots
shown in Figure 1.16 represent the contours of the first orderMcClellan (P = Q = 1) and
the second order McClellan (P = Q = 2) transformation. In the contour plots the deviation
for the higher wavenumbers is observed clearly. The second order transformation reduces the
deviation a little but remains still significant.

Chebyshev recursion formula

The second improvement in the computation scheme is the transformation of the non-recursive
1-Dimensional filter to a 1-Dimensional recursive filter derived from the recursive formula of
the Chebyshev polynomials

cos (mφ) = 2 cos (φ) cos ((m − 1)φ) − cos ((m − 2)φ) (1.43)

This Chebyshev filter structure is not useful for 1-Dimensional filters. Direct convolution is
both simpler and more efficient. The Chebyshev structure is more advantageous for 2-Dimensional
operators with an even symmetry, such as the circular symmetric extrapolation operators. Writ-
ing equation (1.43) for the first four terms in the 1-Dimensional case gives

F̃ (kx) = F0 + 2
∑M

m=1 Fm cos (kxm) (1.44)

= F0

2F
M

2F
1

Pi

Pi+1

−

−

−

F
0

2F
2

+

h(x,y) 2h(x,y)

+ +

2h(x,y) 2h(x,y)

Fig. 1.17 Chebyshev recursion scheme. Theh(x, y) boxes represent the 2-D McClellan transformation
of cos (kr), Fm represents the coefficients of the 1-D convolution operator.
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+2F1[cos(kx)]

+2F2[2 cos(kx) cos(kx) − 1]

+2F3[2 cos(kx)
(

(2 cos(kx) cos(kx) − 1)
)

− cos(kx)]

+2F4[2 cos(kx)
(

2 cos(kx)
(

(2 cos(kx) cos(kx) − 1)
)

− cos(kx)
)

− (2 cos(kx) cos(kx) − 1)]

This recursive scheme can be implemented in the computer without much effort. McClellan and
Chan (1977) have analyzed this so called Chebyshev structure in detail and observed that the
scheme requires the minimum number of multiplications in comparison with the direct scheme
and it is the most stable scheme with respect to the round off noise. In Figure 1.17 a flow diagram
for the Chebyshev recursion scheme is given. Note that only the coefficients of the 1-D operator
are involved. Hence the number of computations depends linearly on the lengthN of the 1-D
operator and not onN2 as in the implementation of a direct 2-D convolution. The computation
times for several 1-D operator lengths and different operatorsT are given in Appendix A.
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a) 13x9 McClellan operator
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b) 13x17 McClellan operator
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Fig. 1.18 Depth images obtained with the original McClellan transformation. For the higher angles
both operators deviate from the ideal circular shape. Note the deviation at the higher angles
in the diagonal slice.
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In Figure 1.18 the migration results of the McClellan transformation combined with the Cheby-
shev recursion scheme are shown for both the first (a) and second (b) order McClellan transfor-
mation. The optimized 1-D convolution operator has a full length of 25 points and is obtained
with the Remez exchange algorithm (see Appendix C for a detailed discussion on the Remez
algorithm). The Chebyshev recursion scheme makes use of theeven symmetry in the operator
so only 13 points of the 1-D operator are needed as expansion terms in the recursive scheme.
The notation of the operator size used in Figure 1.18 gives first the number of terms in the ex-
pansion and second the size of one single term. For example the notation13 × 9 means that
the expansion is done in 13 terms where every term consists ofan operator with 9 points. How
many multiplications and additions are actually needed is explained in Appendix A.

The cross-sections in Figure 1.18 give a good view of how the McClellan transformation han-
dles the higher angles. Note that the deviation of the ideal circle for the second order (17 term) is
only a little less than for the first order (9 term) McClellan transformation. The noise around the
source position in the x-slice is an artefact of the used 1-D operator. The 1-D Remez optimized
operator is chosen because it gives, in some way, the best 1-Doperator and the even symmetry
of the 1-D operator is used explicitly in the optimization scheme.
Despite the deviation at the higher angles the McClellan transformation combined with the Cheby-
shev recursion scheme is a very powerful and useful approach. The performance at higher an-
gles can be improved in several ways. In the subsections 1.4.1, 1.4.2, 1.4.3 and 1.4.4 four im-
provements are discussed.

1.4.1 Hazra and Reddy Coefficients

Fig. 1.19 The wavenumber spectrum of a first order McClellan operator with the optimized Hazra and
Reddy coefficients and a 1-D operator of 19 spatial points with 128× 128 kx, ky points with
c = 1000ms−1, f = 25Hz,∆x = ∆y = ∆z = 10m and a maximum angle of interest of
65o.
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Optimized for 20 Hz (kxc = 0.13) Optimized for 40 Hz (kxc = 0.26)

Fig. 1.20 Contour plots of the optimized Hazra and Reddy transformation for two different frequen-
cies. Note the improvement in the circular shape in comparison with the original McClellan
transformation.

Optimizing the design of the McClellan factorscpq in equation (1.38) is a good way to improve
the performance of the McClellan transformation. The first order filter is of special interest be-
cause it is a small and therefore fast operator. The aim of thetechnique proposed by Hazra and
Reddy (1986) is to make the maximum contour of interest of the2-D operator approximate a
circle with a high degree of accuracy. This better approximation is achieved by mapping an ad-
ditional point of the cut-off boundary of the 2-D operator onto the cut-off boundary of the 1-D
filter (the cut-off boundary is defined by the maximum wavenumber of interest). This mapping
of the additional point is obtained by making the cut-off wavenumber of the 1-D filter as one of
the design parameters. A consequence of this is that the wavenumber of the cut-off boundary
of the 2-D operator on thekx-axis andky-axis may be different from the cut-off wavenumber
of the 1-D filter.

The first order original McClellan transformation maps the origin (0, 0) in the (kx, ky) plane
onto the pointkx = 0 of thekx-axis in the wavenumber response of the 1-D operator. The points
(kx,N , 0), (0, ky,N) and(kx,N , ky,N) from the(kx, ky) plane all map ontokx = kx,N . With the
definition of these four points the coefficients in the first order McClellan transform are uniquely
determined. This mapping has the following properties: (1)the contours of the McClellan trans-
formation are approximately circular for low values ofkr and deviates considerably from circu-
lar contours askr increases and is square atkr = 1, (2) the original McClellan transformation
makes the frequency response of the 2-D operator along thekx-axis and along theky-axis iden-
tical to the frequency response of the original 1-D operator. The contour plots in Figure 1.16
show that the deviation from the circular contour is maximumnear the neighborhood of the di-
agonal joining the points(0, 0) and(kx,N , ky,N) in the(kx, ky) plane. It is possible, for a given
maximumkr, to improve the contour by forcing an appropriate point on this diagonal to be on
the circular contour. With this mapping of an extra point on the circular contour, it is not possi-
ble, to make the frequency response of the 1-D operator identical to the frequency response of
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the original 1-D operator along thekx-axis and along theky-axis. Thus the mapping of the extra
point on the diagonal is only possible when the cut-off wavenumber along thekx axes is one of
the design parameters. The McClellan factors according to Hazra and Reddy are dependent on
the maximum wavenumber of interest and are given by

c11 =
ab − 2ac

2bc2
, c01 = c10 =

1

g
− c11, c00 = 1 − c01 − c10 − c11

where

b = sin2 (
kxc

2
), c = sin2 (

kxc

2
√

2
), g = 2 +

b − 2c

c2
, a =

b

g
(1.45)

kc = 2 sin−1 (
√

a)

and wherekxc is the maximum wavenumber of interest of the circular symmetric 2-D filter on the
kx-axis andkc is the maximum wavenumber of interest of the 1-D operator. For a more detailed
discussion on the derivation of the parameters in equation (1.46) the reader is referred to Hazra
and Reddy (1986). In Figure 1.20 two contour plots are shown for two different frequencies. Up
to the desired maximum value these contours are circular, outside the desired value the contours
are not circular shaped.

In the extrapolation algorithm first the McClellan factors are calculated according to 1.46 for a
givenkxc which gives besides the optimized McClellan factors also akc for the 1-D operator.
With this calculatedkc value the 1-D operator is designed. Note thatkc is always smaller than
kxc. Due to the choice of the coefficients this 1-D operator is stretched to a correct 2-D operator.
To compensate for this stretch the 1-D convolution operatormust be calculated with a scaled
∆z. This can be explained by regarding the effect of the optimized Hazra and Reddy factors as
a scaling of thekx-axes. The 1-D phase shift operator is then given by

F̃ (kx) = exp (−j [k2 − (αkx)
2]

1

2 ∆z)
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Fig. 1.21 Depth images obtained with the optimized Hazra and Reddy transformation. Note the im-
provement in the circular shape in the depth slice in comparison with the original McClellan
transformation.
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= exp (−j [(
k

α
)2 − k2

x]
1

2 α∆z) (1.46)

wherek
α

= kc andα∆z is the scaled depth step.

The migration results for the Hazra and Reddy optimized coefficients are shown in Figure 1.21.
The circular shape of the depth slice is good and the artefacts at the diagonals, which were
present in the original McClellan transformation, are absent. Note that the computation time of
the optimized coefficients is very small, only a few multiplications and additions per frequency,
so the same computation effort is required as for the original McClellan transformation which
makes the method very attractive. It will be interesting to investigate if it is possible to adjust
the 17-points McClellan transformation with the same method.

1.4.2 Optimized McClellan factors

The aim in optimizing the McClellan transformation is to choose the McClellan factorscpq in
equation (1.38) such that the contours produced by the transformation have some desired shape.
For some examples it is sufficient to control the shape of one single contour. In other problems
it is necessary to design the shape of the contours in a specific part of the wavenumber domain
(Mersereau et al., 1976, (Mersereau et al., 1976)). The error function which has to be optimized
for a circular contour design is given by

E = M(cpq, kx, ky) − cos
√

k2
x + k2

y with

M(cpq, kx, ky) =
P

∑

p=0

Q
∑

q=0

cpq cos (kx) cos (ky) (1.47)

Equation (1.47) is a non-linear function of the unknown parameters, so a computation intensive
non-linear optimization scheme must be used for the minimization. However, it is possible to
reformulate the problem as a linear approximation problem to arrive at a sub optimum solution
(Mersereau et al., 1976). In the example shown in this section a non-linear optimization scheme
(CFSQP, written by C.T. Lawrence, J.L. Zhou and A.L. Tits, Version 2.0, february 1994) is used.
With this scheme we try to optimize several contours within the band of interest and put the
constraint

|
P

∑

p=0

Q
∑

q=0

cpq cos (kx p∆x) cos (ky q∆y)| ≤ 1 (1.48)

0 ≤ kx ≤ kx,N (=
π

∆x
), 0 ≤ ky ≤ ky,N (=

π

∆y
)

for all points of the mapping in the(kx, ky) plane. The contours to be optimized in the objective
function of equation (1.47) are defined by the maximum wavenumber value of interest. With this
definition of the optimization problem the first order McClellan transformation cannot be opti-
mized any further, but the second order transformation (with an expansion to 25 points, which
means that all cross terms within the second order are used) can be improved. In the implemen-
tation of the McClellan operators we make explicitly use of the circular symmetry in McClellan
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Fig. 1.22 The wavenumber spectrum of a second order McClellan operator with optimized coefficients
and a 1-D operator of 19 spatial points with128×128 kx, ky points withc = 1000ms−1, f =

20Hz,∆x = ∆y = ∆z = 10m and a maximum angle of interest of65o.

operator if∆x = ∆y. In Figure 1.23 the migration puls response is shown for the optimized 25-
point McClellan operator with frequency dependent coefficients and a 1-D operator of 25 points
(13 terms). The non-linear computation time can be reduced by calculating the optimized coef-
ficients for a wavenumber range instead of every wavenumber.In the shown example we have
used only four sub domains in the total wavenumber domain of interest which keeps the time to
compute the McClellan factors small. It also possible to optimize the coefficients independent
of the wavenumber frequency or for different shaped McClellan filters (Blacquìere, 1991).

1.4.3 Rotated Coefficients

Biondi and Palacharla (1994) describe a method which reduces the error of the deviation of the
circle at the diagonal in the(kx, ky) plane by using a rotated McClellan operator, the rotation
angle beingπ

4
. In the downward extrapolation scheme the rotated McClellan operator and the

original McClellan filters are alternately used as convolution operator. The convolution with
the rotated McClellan operator can be implemented in an efficient way. For a more detailed
discussion the reader is referred to Biondi and Palacharla (1994).

1.4.4 Series expansion in cos (kr∆x)

All improvements descriped thus far make use of the Chebyshev recursion sheme, but it is also
possible to use a direct expansion incos (kr∆x). To see the difference between the two schemes
the Chebyshev recursion scheme and the direct scheme are given

F̃ (kr) ≈
M
∑

m=0

FmTm(cos (kr∆x)) (1.49)
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Fig. 1.23 Depth slice at z = 220 m, a vertical slice for x=0 (top right) and bottom right a vertical slice
for x=y with optimized McClellan coefficients. Note the circular shape and the small arte-
facts.

Pi

Pi+1

h(x,y)h(x,y) h(x,y)â1 âM�1 âMâ0 â2

+ + + +

Fig. 1.24 Direct scheme for series expansion incos (kr∆x). Note the simple structure in comparison
with the Chebychev recursion scheme.
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a) 13x9 with original McClellan coefficients
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b) 13x9 with Hazra and Reddy coefficients
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c) 13x9 with WLSQ optimized coefficients
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Fig. 1.25 Impulse response of the expansion incos (kr∆x) with original McClellan, Hazra and Reddy
and WLSQ optimized coefficients forcos (kr∆x). The series coefficients in all examples are
optimized by using the WLSQ method.
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≈
M
∑

m=0

am cos (kr∆x)m (1.50)

≈
M
∑

m=0

âmh̃m(kx, ky) (1.51)

with

h̃(kx, ky) ≈ cos (kr∆x) (1.52)

In equation (1.51)̃h (defined in equation (1.52)) is optimized first and with this approximation to
cos (kr∆x) âm is optimized. In equation (1.49), the Chebychev recursion scheme, the optimiza-
tion of cos (kr∆x) is independent of the optimization ofFm. The scheme of equation (1.51) a
better operator can be designed, because the optimization of the series coefficients is dependent
on the approximation tocos (kr∆x) To optimize thêam the WLSQ method is used. To approx-
imatecos (kr∆x) the McClellan or Hazra and Reddy transformation can be used,but it is also
possible to use the WLSQ optimization method described in section 1.3.1.

The recursive convolution scheme of equation (1.51) is given in Figure 1.24. This scheme is
less complicated to implement in the computer and more important it can be optimized better
by the compiler (see Appendix A). In Figure 1.25a the impulseresponse is shown with the Mc-
Clellan coefficients of equation (1.41) and in Figure 1.25b the impulse response is shown with
the Hazra and Reddy optimized coefficients for the approximation to cos (kr∆x). The number
of terms is in both schemes equal to 13. Note that with this method the results are better circu-
lar and contain only small artefacts even with the small (9) operator. In Figure 1.25c the series
expansion incos (kr∆x) is done with an approximation tocos (kr∆x) obtained with the WLSQ
method introduced in section 1.3.1. Note that with a 9 point approximation tocos (kr∆x) the
result is accurate upto the higher angles. In the next subsection a detailed error analysis is given
for all discussed McClellan methods.

1.4.5 Error analysis

Using the analysis technique, which was introduced by the direct method, it is possible to an-
alyze the performance of the different McClellan transformations. In Table 1.7 the errors are
given for five types of McClellan transformations; the original McClellan transformation in first
(*x9) and second (*x17) order, the optimized Hazra & Reddy factors (HR) in first order, the
non-linear optimized factors in the expanded second order (*x25) and the series expansion in
cos (kr∆x) with the Hazra and Reddy coefficients and the WLSQ operators.From the results
in the Table and Figures 1.18, 1.21, 1.23, 1.25 the followingremarks can be made;
(1) For higher frequencies theεp error in the original McClellan transformation increases sig-
nificantly for both the first and second order approximation.
(2) The differences in pulse responses between the methods with, the original McClellan fac-
tors, the Hazra & Reddy factors, the non-linear optimized factors or the series expansion can be
determined from theεp error. In Figure 1.26 the phase error and the∂

∂kr
of the phase error for

the different methods are displayed at a frequency of 40 Hz mximum, a maximum angle of60o
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Operator 5 Hz 20 Hz 40 Hz
McClellan ε2 εa

∞ εp ε2 εa
∞ εp ε2 εa

∞ εp

10x9 1.7e-3 1.0e-3 4.5e-4 6.6e-3 2.2e-3 4.8e-3 5.1e-2 1.5e-3 3.8e-2
13x9 1.4e-3 1.2e-3 3.2e-4 6.3e-3 1.7e-3 3.9e-3 5.2e-2 1.4e-3 3.8e-2
16x9 1.1e-3 1.3e-3 2.3e-4 6.3e-3 1.1e-3 3.7e-3 5.1e-2 1.6e-3 3.9e-2
10x17 1.7e-3 1.0e-3 4.4e-4 1.8e-3 2.4e-3 2.7e-3 2.4e-2 1.5e-3 2.2e-2
13x17 1.3e-3 1.2e-3 3.1e-4 1.1e-3 2.0e-3 1.4e-3 2.4e-2 1.6e-3 2.3e-2
16x17 1.1e-3 1.3e-3 2.3e-4 7.8e-4 1.4e-3 9.7e-4 2.4e-2 1.9e-3 2.3e-2

HR 5 Hz 20 Hz 40 Hz
10x9 2.6e-3 1.2e-3 8.1e-4 7.2e-3 1.7e-3 2.8e-3 8.2e-2 7.7e-3 1.8e-2
13x9 1.2e-3 6.7e-4 2.9e-4 7.1e-3 2.7e-3 2.3e-3 8.2e-2 1.6e-2 1.8e-2
16x9 1.4e-3 1.4e-3 3.2e-4 7.2e-3 1.7e-3 1.9e-3 8.2e-2 2.7e-2 1.8e-2

Optimized 5 Hz 20 Hz 40 Hz
10x25 1.7e-3 1.0e-3 4.4e-4 1.8e-3 2.4e-3 2.6e-3 7.2e-3 1.5e-3 9.4e-3
13x25 1.4e-3 1.2e-3 3.2e-4 1.2e-3 2.0e-3 1.4e-3 7.2e-3 1.9e-3 8.6e-3
16x25 1.1e-3 1.3e-3 2.3e-4 9.2e-4 1.4e-3 1.0e-3 7.2e-3 2.3e-3 8.5e-3

Series HR 5 Hz 20 Hz 40 Hz
10x9 5.2e-3 2.5e-3 1.6e-3 1.7e-3 1.8e-3 2.5e-3 8.4e-3 2.3e-3 6.7e-3
13x9 2.0e-3 1.5e-3 5.3e-4 9.8e-4 1.3e-3 1.4e-3 8.4e-3 2.4e-3 5.6e-3
16x9 1.5e-3 7.7e-4 3.6e-4 6.4e-4 1.2e-3 8.4e-4 8.4e-3 2.2e-3 5.2e-3

Series WLSQ 5 Hz 20 Hz 40 Hz
10x9 2.8e-3 1.8e-3 8.2e-4 5.1e-3 1.7e-3 3.8e-3 2.2e-3 2.3e-3 4.5e-3
13x9 1.3e-3 6.2e-4 3.4e-4 5.0e-3 1.4e-3 3.4e-3 2.0e-3 1.6e-3 3.6e-3
16x9 5.3e-4 3.4e-4 1.1e-4 5.0e-4 4.1e-4 3.2e-3 1.9e-3 4.2e-4 3.4e-3
10x25 2.2e-3 1.2e-3 6.4e-4 8.3e-4 8.4e-4 1.2e-3 1.4e-3 1.6e-3 2.8e-3
13x25 1.3e-3 4.1e-4 3.2e-4 4.3e-4 6.9e-4 5.9e-4 1.2e-3 1.2e-3 1.5e-3
16x25 5.7e-4 2.7e-4 1.2e-4 1.9e-4 2.9e-4 2.6e-4 1.1e-3 3.4e-3 1.4e-3

Table 1.7 Errors in the extrapolation operators for; the original McClellan transformation in first (*x9)
and second (*x17) order, the optimized Hazra & Reddy factors(HR) in first order, non-linear
optimized factors in the expanded second order and the series expansion incos (kr) with the
Hazra and Reddy coefficients and WLSQ operators. The maximumangle of interest is60o.

and 13 terms in the expansion. The second order method with the original McClellan factors
give a rapidly increasing phase error where the largest errors occurs at the diagonal from(0, 0)

to (kx,N , ky,N). The phase error of the Hazra & Reddy method is less rapidly increasing and the
smallest error is positioned at the diagonal from(0, 0) to (kx,N , ky,N). The non-linear optimized
method gives error peaks at the edges of the domain of interest and has the largest error at the
diagonal from(0, 0) to (kx,N , ky,N). The series expansion method with a WLSQ approximation
to cos (kr∆x) gives the smallest errors with error peaks at the edges onkx andky axes.
(4) The approximation tocos (kr∆x) can be done with many different methods. Crucial in the
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Fig. 1.26 Phase errors and the radial derivative of the phase error forthe different McClellan methods.
Note the different scales on the vertical axes.

performance of the operator is that the coefficients in the expansion (Chebyshev or series) are
optimized by using the approximation tocos (kr∆x).
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Fig. 1.27 Error in the impulse response of the Chebychev expansion incos (kr∆x) with original Mc-
Clellan (a) and for a series expansion incos (kr∆x) with WLSQ optimized coefficients (b).

In Figure 1.27 the spatial error is given for a horizontal cross section at65o and a vertical cross
section atx = y for both the original McClellan transformation (13x17) andthe series expansion
in cos (kr∆x) (13x9). The original McClellan scheme gives dispersive artefacts for the higher
angles. The expansion incos (kr∆x) (with less coefficents in the approximation tocos (kr∆x))
does not have these artefacts but is less accurate in amplitude for the higher angles.

In Table 1.8 the shortest accurate operator is given as function of the maximum angle of interest.
For small angles the original first order McClellan transformation in Chebyshev series gives al-
ready good results. For intermediate angles the second order McClellan scheme or the first order
Hazra & Reddy factors are sufficient, for higher angles the series expansion with WLSQ opti-
mized series coefficients gives the best results. The Hazra &Reddy factors have a largeε2 for
the higher frequencies due to stretching of the operator. For the75o angle a 5x5 approximation
to cos (kr∆x) is needed.
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1.5 Single series expansion

In the previous sections the direct convolution and the McClellan transformation were explained
and impulse responses were shown for different operators. The McClellan transformation uses
the coefficients of a 1-D convolution operator and approximates the 2-D Fourier components
with an optimum filter. However, it is also possible to approximate the phase shift operator with
an expansion other than the cosine terms of the Fourier transformation. Writing space-frequency
wave field extrapolation in an operator notation (Berkhout,1982).

P+(zm+1) = W+(zm+1, zm) ∗ P+(zm) (1.53)

whereW+(zm+1, zm) is the propagation operator andP+(zm) is the down going wave field at
depth levelzm. In this notation the most simple approximation to finite difference wave field
extrapolation is made by a single Taylor series expansion. In the spatial domain with∆z =

zm+1 − zm this approximation is given by

P+(zm+1) ≈ P+(zm) +
∆z

1!

∂P+(zm)

∂zm

+
∆z2

2!

∂2P+(zm)

∂z2
m

+
∆z3

3!

∂3P+(zm)

∂z3
m

+ . . .

(1.54)

The extrapolation scheme given in (1.54) can be divided intotwo parts; one part deals with the
estimationof the derivatives∂i

∂zi
m

with respect tozm and the other part deals with theprediction

with the aid of the Taylor series. In the wavenumber domain this approximation, with∂P̃+

∂zm
=

Operator 40 Hz Average
angle size method ε2 εa

∞ εp ε̄2 ε̄a
∞ ε̄p

15 4x9 McC 1.7e-3 2.9e-3 1.5e-4 1.8e-3 2.0e-3 1.0e-4
30 5x9 McC 3.9e-3 2.0e-3 1.0e-3 3.1e-3 2.0e-3 5.4e-4
45 7x17 McC 5.2e-3 2.5e-3 3.3e-3 3.1e-3 2.0e-3 1.5e-3
60 10x9 Series 2.2e-3 2.3e-3 4.5e-3 3.4e-3 1.9e-3 3.0e-3
75 18x25 Series 6.9e-3 2.6e-3 2.6e-2 4.7e-3 1.9e-3 1.2e-2

Table 1.8 Optimum operators which are accurate up to a maximum angle ofinterest.

Pi

Pi+1

H1 â1 âM�1 âMâ0 â2

+ + + +

H1 H1

Fig. 1.28 Series expansion in terms ofkz. TheH1 boxes represent the 2-D convolution with the op-
timized spatialkz ≈ H̃1 operator, thêam represent the optimized coefficients in the series
expansion.
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−jkzP̃
+, is defined as

P̃+(zm+1) ≈ P̃+(zm) − jkz∆z

1!
P̃+(zm) − (kz∆z)2

2!
P̃+(zm) + j

(kz∆z)3

3!
P̃+(zm) + . . .

(1.55)

This truncation of the series expansion is an approximationof the phase shift operator by a poly-
nomial inkz, according to

exp (−jkz∆z) ≈ 1 − j ∆zkz +
(j ∆z)2

2!
(kz)

2 + O(kz)
3 (1.56)

The coefficients in the series expansion can be obtained by using the constants in the Taylor
series as given in equation (1.56) or by using an optimization technique. In the next two sub-
sections two different optimization methods are used; the WLSQ method with theL2 norm and
the Remez exchange method with theL∞ norm.

1.5.1 Expansion in kz with L2-norm

The advantage of an expansion inkz is that if thekz operator can be approximated by a short
spatial convolution operator and the number of terms in the series expansion of the phase shift
operator remains small the computation time can be reduced in comparison with the direct 2-D
convolution. To arrive at the direct spatial convolution scheme, which is given in Figure 1.28,
thekz operator is transformed in an optimum way to the space domainand applied several times
to the data. Every time a 2-D convolution (indicated by the box H1) with the spatialkz operator
is carried out on the data, a new term is added to the series expansion. The scheme given in
Figure 1.28 is more sensitive to numerical errors than the Chebyshev recursion scheme but if the
number of terms remains small the Chebyshev structure will not improve the result (in the next
subsection we will use the Chebyshev recursion scheme). It is interesting to note that an exact

Fig. 1.29 Wavenumber spectrum of a circular Fourier reconstructed spatial kz convolution operator
(5x5).
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Amplitude error Phase error
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Fig. 1.30 Error in wavenumber and phase spectrum forky = 0 with 4,5,6,7 and 8 terms in the series
expansion and WLSQ optimized coefficients for the circular Fourier reconstructedkz oper-
ator of size5 × 5.

analytical expression forH1(x, y) (H1⇐⇒H̃1 = kz) can be derived (see Berkhout (1982),
appendix E). However, a weighted least-squares version yields a shorter operator.

The factorŝam of the series expansion in Figure 1.28 are obtained by a least-squares optimiza-
tion method with respect to the wavenumber spectrum of theoptimizedH1 operator. The cir-
cular Fourier reconstruction of thekz operator results in a circular short spatial convolution op-
erator, the spectrum of an operator is shown in Figure 1.29 for a 5 × 5 operator. Using this
2-D convolution operator the computational effort can be reduced in comparison with the direct
method if the number of terms in the series expansion remainssmall. It is therefore interesting to
determine how the different parameters must be chosen for a stable and accurate operator. The
error in the wavenumber and phase spectrum and forky = 0 is shown in Figure 1.30 with 4,5,6,7
and 8 terms in the series expansion and WLSQ optimized coefficients for the circular Fourier
reconstructedkz operator of size5 × 5. Note that for more terms in the series expansion both

Fig. 1.31 Wavenumber spectrum of the approximated phase shift operator with 9 terms in the series
expansion,128 × 128 kx, ky points withc = 1000ms−1, f = 25Hz,∆x = ∆y = ∆z =

10m and a maximum angle of interest of65o.
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a) 10x(5x5)kz series operator
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b) 10x(7x7)kz series operator
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Fig. 1.32 Depth images of pulse responses obtained with the series expansion inkz. a) shows a short
basis operator (5x5) with 10 terms in the series expansion inb) a longer basis operator (7x7)
is used which gives a better circular shape and less artefacts.

the amplitude and phase error decrease. Beyond a certain number of terms the error remains
the same while the number of terms is increased. In that case there is not a better approxima-
tion possible with the optimized basis function ofH1. For a better approximation a better basis
function must be chosen.

In Figure 1.31 the wavenumber spectrum of the approximated phase shift operator is shown for
a nine order series expansion with optimized coefficients for theapproximatedkz operator with
a spatial size of5 × 5 points (the same parameters are used as in the example for thedirect
method). Outside the band of interest (αmax = 65o) the exactkz operator (which is used as
object function in the optimization) is tapered to zero. Note that with only nine terms there is
already a good match with the analytical spectrum.

In Figure 1.32 two pulse responses are shown for different parameters in the single series ex-
pansion method. The convolution with the short basis function of5 × 5 points gives an image
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with a non-circular depth slice. Increasing the number of terms in the series expansion from
10 to 15 will reduce the artefacts around the event, but the non-circular behavior remains the
same. The longer basis function with7×7 points gives a better circular slice, but requires more
computation time.

1.5.2 Expansion in kz with L∞-norm

Using an optimization method which makes use of theL∞ norm and the Chebyshev recursion
structure for the implementation of the convolution may improve the result. Optimization for
the series expansion terms with theL∞ norm can be done by reducing the polynomial synthesis
to symmetrical spectral synthesis with the aid of a simple transformation (see Appendix C). In
this optimization only the extreme values of the wavenumberspectrum of theH1 operator are
used and not, as with theL2 optimization, the whole spectrum of theH1 operator. The transfor-
mation from polynomials to spectral synthesis reduces the 2-D optimization problem to a 1-D
optimization problem which can be solved with the Remez exchange algorithm in a fast way.
The terms in the series expansion and the spatialkz operators are calculated for every frequency.

In Figure 1.33 one impulse responses is shown for a 5 point basis convolution operator with 10
terms in the expansion. The basis operator is not accurate enough to define the circular shape
properly. A 7 point operator with the same number of terms will gives a better result (see the
error analysis in the next subsection). The difference withL2 optimization is that due to the
equiripple character of theL∞ solution the error is smeared over the whole wavenumber do-
main. In theL2 optimization the biggest error occurs at the edges of the domain of interest (de-
fined byk = ω

c
andα) which gives the artefacts as shown in Figure 1.32. Note thatmore terms
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10x(5x5)kz in Chebychev recursion scheme
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Fig. 1.33 Depth image of an impulse response obtained with the Chebyshev recursion scheme and a
L∞ optimization for the coefficients in the expansion inkz, a short basis operator (5x5) with
10 terms is used.
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in the series expansion with the same basis operator will reduces the artefacts but it will not
improve the circular shape.

1.5.3 Error analysis

In Table 1.9 the errors are given for the series expansion inkz with the direct implementation
and the Chebyshev recursion scheme. From the results in the Table the following remarks can
be made;
(1) The expansion inkz gives largeε2 errors for most frequencies. So the operator is not very
accurate which can be observed in the artefacts in the impulse responses.
(2) Increasing the number of terms with the same size of the basis operator does not improve
the result. Increasing the size of the basis operator with the same number of terms gives an im-
provement. This means that the approximation to the basis operator is the most important factor
in the performance of the operator.
(3) Theεp error indicates that the used basis operator of size5×5 in the single series expansion
does not have a good circular shape. The larger operator of size7 × 7 gives an improvement
but is still inaccurate.
(4) Optimization of the series coefficients with theL∞ norm and the use of the Chebyshev re-
cursion scheme gives a better result thanL2 optimization and a direct recursion scheme.

size 5 Hz 20 Hz 40 Hz
Series ε2 εa

∞ εp ε2 εa
∞ εp ε2 εa

∞ εp

10x(5x5) 1.8e-3 1.8e-3 4.3e-4 1.5e-2 3.6e-3 7.5e-3 2.0e-2 5.6e-3 7.5e-3
15x(5x5) 7.4e-4 6.3e-4 1.4e-4 1.5e-2 3.9e-3 7.6e-3 2.0e-2 5.2e-3 7.1e-3
10x(7x7) 5.8e-4 1.2e-3 1.1e-4 7.6e-3 1.8e-3 3.5e-3 1.2e-2 1.9e-3 8.9e-3
15x(7x7) 4.7e-4 1.2e-3 6.5e-5 7.6e-3 3.8e-3 3.5e-3 1.2e-2 4.0e-3 8.6e-3

Chebyshev 5 Hz 20 Hz 40 Hz
10x(5x5) 1.9e-2 2.1e-3 2.8e-3 2.1e-2 2.8e-3 9.1e-3 3.5e-2 2.5e-3 5.2e-2
15x(5x5) 2.0e-2 2.2e-3 2.7e-3 2.1e-2 4.3e-3 8.9e-3 3.5e-2 2.5e-3 5.3e-2
10x(7x7) 9.2e-2 2.5e-3 2.6e-3 3.6e-2 1.1e-2 1.4e-2 1.4e-2 2.7e-3 2.1e-2
15x(7x7) 9.2e-3 2.1e-3 2.7e-3 3.6e-2 1.5e-2 1.4e-2 1.3e-2 2.4e-3 2.1e-2

Table 1.9 Errors in the extrapolation operators for the direct seriesexpansion inkz and a Chebyshev
recursion scheme inkz. The maximum angle of interest is60o.

The shortest accurate operator as function of the maximum angle of interest is not worked out
for the expansion inkz because this method is cannot be designed accurate enough within a
reasonable computation effort.
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1.6 Double series expansion

By using an additional series expansion, i.e.kz is expanded in terms ofk2
x + k2

y(= k2
r) (see

equation (1.57)) ,

kz = k
√

1 − k2
r ≈ k (1 − k2

r

2
− (k2

r)
2

8
− (k2

r)
3

16
− 5 (k2

r)
4

128
− 7 (k2

r)
5

256
+ O((k2

r)
6
)

(1.57)

there is an extra advantage (Berkhout (1982), chapter 10). The basic spatial convolution oper-
ators are reduced to the simple 1-D convolution operators:d2(x) andd2(y). The double series
expansion ink2

x + k2
y is given in equation (1.58)

exp (jkz∆z) ≈ 1−
j∆z

2k
(k2

x + k2
y)−

j∆z

8k3 (1 − jk∆z)(k2
x + k2

y)
2 −

j∆z

16k5 (1 − jk∆z + (jk∆z)2

3
)(k2

x + k2
y)

3 +

O((k2
x + k2

y)
4) (1.58)

where the terms of the series expansion are derived from the Taylor series, but this is not an
optimum choice (Hoff, 1995) This same expansion can also be regarded as an approximation to
the cosine terms in equation (1.35). So there are two different ways to look at the double series
expansion

F̃0(kx, ky) = exp (−jkz∆z) (1.59)

≈
M
∑

m=0

amTm(cos (kr)) (1.60)

≈
M
∑

m=0

bmTm(kr) (1.61)

≈
M
∑

m=0

cmkm
r (1.62)

whereTm is a Chebyshev polynomial of the m’th order. In subsection 1.6.1 equation (1.62) is
regarded with the series expansion scheme. In subsection 1.6.2 equation (1.61) is discussed with
the Chebyshev recursion scheme.

1.6.1 Expansion in k2
x + k2

y with L2-norm

The same techniques as discussed in the section with the series expansion inkz can be used
again: the spatial versions ofk2

x andk2
y, i.e. d2(x) andd2(y), are determined by a weighted least-

squares process. In Figure 1.34 two wavenumber spectra are shown for short spatial convolution
operators, with operator lengths of 5 and 7 points, which represent the second order differentia-
tion. Note that for these short operator the approximation to the exact function within the band
of interest is within a reasonable error. The convolution scheme is given in Figure 1.35 where
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5 point d2(x) operator 7 point d2(x) operator

Fig. 1.34 Spectrum of two differentiation operator for 5 and 7 points.The maximum wavenumber of
interest is given bykmax = 2π25

1000 ≈ 0.16.

Pi

Pi+1

d2(x,y)

+ + + +

b̂0 b̂2b̂1 b̂M�1 b̂Md2(x,y) d2(x,y)

Fig. 1.35 Series expansion in terms ofk2
x + k2

y = L̃. Thed2(x, y) boxes represent the two 1-D convo-
lutions with the optimized Laplacian operator, theb̂m represent the optimized coefficients in
the series expansion.

d2(x, y) stands for the spatial Laplacian operatord2(x) + d2(y). The factorŝbm of the series
expansion in Figure 1.35 are obtained by a weighted least-squares optimization method with
respect to the wavenumber spectrum of theoptimizedk2

x + k2
y operator. The length of the 1-

D convolution operators depends on the maximum wavenumber of interest (Hoff, 1995). Hoff
(1995) also showed that the value of the coefficients in the series expansion grows rapidly with
increasing order. For the higher order terms values in the order of 1e19 are normal. This means
that after a certain number of terms the accuracy cannnot be improved any further.

The scheme proposed in this section is similar to that of Sollid and Arntsen (1994), but there
are some small differences; to obtain the series coefficients the whole wavenumber spectrum is
used while Sollid and Arntsen use only the diagonal(0, 0) to (kx,N , ky,N). For the least squares
optimization we use a (fast) WLSQ scheme while Sollid and Arntsen use a non-linear scheme
and finally the implementation is done in a series expansion and not in an Chebychev recursion
scheme.

In Figure 1.36 the impulse responses is shown for a 3,5,7,9,11 combination with 15 coefficients.
The impulse response shows artefacts at the higher angles which are due to edge effects of the
used WLSQ method. In WLSQ design the edges of the domain of interest contain relative large
error peaks. It may therefore be better to use anL∞ norm in the design of the series coefficients.
In the next subsection this second approach, after Soubaras, with a Chebychev recursion scheme
is explained and results are shown.
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Fig. 1.36 Depth images of pulse responses obtained with the series expansion ink2
x + k2

y .with a ba-
sis operator with optimized operator lengths with 15 terms in the series expansion (example
made by Jochum Hoff).

1.6.2 Expansion in k2
x + k2

y with L∞-norm

Soubaras (1992) used the same type of expansion ink2
x +k2

y, but in his method the optimization
technique for both the terms in the series expansion and the convolution operators is the Remez
exchange algorithm with theL∞ norm. The advantage of the Chebyshev recursion scheme,
given in Figure 1.37 over the series expansion, which was discussed in the previous subsection,
is that the coefficients in the Chebyshev expansion are less sensitive to numerical errors. A dis-
advantage are the increasing number of additions needed.

Optimization of the differentiation operators with theL∞ norm gives equiripple operators. Op-
timization for the series expansion terms with theL∞ norm can be done by reducing the poly-
nomial synthesis to symmetrical spectral synthesis with the aid of a simple transformation (see

2B
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−

−

−

B
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2B
2
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L(x,y) 2L(x,y)

+ +

2L(x,y) 2L(x,y)

Fig. 1.37 Expansion in terms ofk2
x + k2

y = L̃. Thed2(x, y) boxes represent the two 1-D convolu-
tions with the optimizedL operator, theBm represent the optimized coefficients in the series
expansion.
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a) 12x(7+7) expansion inkr
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b) 15x(7+7) expansion inkr
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Fig. 1.38 Depth images of pulse responses obtained with the series expansion ink2
x + k2

y with L∞ op-
timization; a) shows a 7 point 1D convolution operator with 12 terms in the series expansion
and b) with the same basis operator and 15 terms in the series expansion. Note that more
terms in the series expansion gives a better result.

Appendix C). In this transformation only the extreme valuesof the wavenumber spectrum of
the differentiation operator are used in the optimization and not, as with theL2 optimization the
whole spectrum of the differentiation operator. The transformation from polynomials to spec-
tral synthesis reduces the 2-D optimization problem to a 1-Doptimization problem which can
be solved with the Remez exchange algorithm in a fast way. In the extrapolation scheme the
differentiation operator remains the same for all frequencies. However, the terms in the series
expansion are calculated for every frequency.
In Figure 1.38 two pulse responses are shown for a 7+7 point operator with 12 and 15 terms in
the expansion. The 7 point operator with 12 terms in the recursion scheme is shown in Figure
1.38a and has a circular response with only small artefacts.Using 15 terms with the same 7
point operator gives an even better result with less artefacts.
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1.6.3 Error analysis

In Table 1.10 the errors are given for the series expansion ink2
x + k2

y implemented in a direct
recursion scheme withL2 optimization and the Chebyshev recursion scheme withL∞ optimiza-
tion . From the results in the Table the following remarks canbe made;
(1) In both optimization methods the number of terms is less essential to the accuracy than the
length of thed2 operator. Increasing the number of terms improves the result only a little, while
increasing the length of thed2 operator gives a significant improvement on the result.
(2) The artefacts present in the impulse response with the series expansion scheme are due to
instabilities at the higher angles. This effect is possiblydue to the use of theL2 norm optimiza-
tion (Hoff 1994, (Hoff, 1995)). In theL∞ norm optimization unstable error peaks are not likely
to occur. The artefacts can be removed with an additional optimization step in theL2 optimiza-
tion.
(3) Although theε2 errors for the lower frequencies in theL∞ norm optimization are larger than
the errors in theL2 norm optimization the impulse response contains less artefacts.

The difference with the reference error in the spatial domain is given in Figure 1.39. In this Fig-
ure the series expansion method with 15x(3,5,7) terms andL2 optimization can be compared
with the Chebychev recursion scheme of 15x(7+7) terms andL∞ optimization. From this com-
parison we see that the errors in theL∞ optimization are smeared out over the whole wavenum-
ber range while theL2 optimization has error peaks. The amplitude and phase accaracy is better
for theL2 optimization, but it suffers from artefacts at the higher angles. Choosing larger bass
operator and more terms will solve this problem.

In Table 1.11 the shortest accurate operator inL∞ optimization is given as function of the max-
imum angle of interest. Theε2 error is the most sensitive error in theL∞ optimization. For15o

and30o angle the same number of terms must be used, a lower number of terms leads to unac-
ceptableε2 errors for the low and middle frequencies. The optimum operator size can be found
by trying to make theε2 as small as possible by choosing the number of terms high. Theopti-
mum number of terms is then found by lowering the number of terms until theε2 is changing

size 5 Hz 20 Hz 40 Hz
Direct ε2 εa

∞ εp ε2 εa
∞ εp ε2 εa

∞ εp

10x(3,5,7) 5.8e-3 1.9e-3 1.8e-3 3.2e-3 3.7e-3 4.6e-3 3.4e-3 3.4e-3 6.4e-3
12x(3,5,7) 6.1e-3 2.8e-3 1.9e-3 3.0e-3 3.2e-3 4.1e-3 3.1e-3 3.4e-3 5.1e-3
15x(3,5,7) 6.1e-3 3.5e-3 1.9e-3 2.4e-3 3.2e-3 3.3e-3 3.0e-3 3.9e-3 4.8e-3

Chebyshev 5 Hz 20 Hz 40 Hz
10x(7+7) 4.0e-2 3.7e-3 2.3e-3 7.1e-3 3.0e-3 4.5e-3 4.3e-3 1.9e-3 6.5e-3
12x(7+7) 4.0e-2 7.6e-3 2.1e-3 7.1e-3 5.0e-3 4.4e-3 4.1e-3 4.9e-3 5.8e-3
15x(7+7) 4.0e-2 1.2e-2 2.4e-3 6.8e-3 5.8e-3 3.4e-3 4.1e-3 6.5e-3 5.0e-3

Table 1.10 Errors in the extrapolation operators for the direct seriesexpansion ink2
x+k2

y and a Cheby-
shev recursion scheme ink2

x + k2
y. The maximum angle of interest is60o.
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Fig. 1.39 Error in the impulse response of the Chebychev expansion incos (kr∆x) with original Mc-
Clellan (a) and for a series expansion incos (kr∆x) with WLSQ optimized coefficients (b).

significant. The high average errors are due to the high errors at 5 Hz. For a maximum angle of
75o it is not possible to obtain stable operators.

Operator 20 Hz Average
angle size ε2 εa

∞ εp ε̄2 ε̄a
∞ ε̄p

15 5x(7+7) 8.6e-3 5.1e-3 1.7e-4 9.6e-3 9.7e-3 5.0e-4
30 5x(7+7) 3.0e-3 1.9e-3 3.9e-3 1.2e-2 6.1e-3 3.7e-3
45 7x(7+7) 5.0e-3 4.5e-3 2.0e-3 1.5e-2 5.8e-3 1.0e-2
60 9x(7+7) 8.3e-3 1.8e-3 6.3e-2 1.7e-2 2.3e-3 4.0e-2

Table 1.11 Optimum operators which are accurate up to a maximum angle ofinterest.
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1.7 Discussion and Conclusions

The 3-D extrapolation algorithm that is used in recursive depth migration can be implemented
in several ways. In this Chapter the direct method, the McClellan transformation and three se-
ries expansion methods have been discussed. For the direct method a 2-Dimensional convo-
lution operator is needed. The proposed weighted least-squares optimization method is an effi-
cient procedure which gives stable and accurate convolution operators (Thorbecke and Rietveld,
1994). This method can be further improved by a second optimization step; for example, the
Lawson algorithm (Rise and Usow, 1968 (Rice and Usow, 1968)), which will adjust the weight
function in such a way that after several steps it will converge to a Chebyshev-norm solution see
for example Algazi et. al 1986 (Algazi et al., 1986). The Fourier reconstruction method is a fast
and simple method to obtain 2-D circular convolution operators but must be improved further
to give accurate results.

The McClellan scheme which makes use of the 1-D optimized operator coefficients is attractive
with respect to the computation effort and by using optimized McClellan factors the accuracy for
the higher angles can be improved significantly without mucheffort. Using a series expansion
of the phase shift operator also reduces the computation time in comparison with a direct 2-
Dimensional convolution. Two expansions were discussed inthis Chapter one inkz and one
in k2

x + k2
y. These different approaches to the phase shift operator canbe summarized in the

following equations

F̃0(kx, ky) = exp (−jkz∆z) (1.63)

≈
M
∑

m=0

N
∑

n=0

Fmn cos (kxm∆x) cos (kyn∆y) (1.64)

F̃0(kx, ky) ≈
M
∑

m=0

FmTm(cos (
√

k2
x + k2

y∆x)) (1.65)

≈
M
∑

m=0

am cosm (
√

k2
x + k2

y∆x) (1.66)

F̃0(kx, ky) ≈
M
∑

m=0

BmTm(k2
x + k2

y) (1.67)

≈
M
∑

m=0

bm(k2
x + k2

y)
m (1.68)

F̃0(kx, ky) ≈
M
∑

m=0

CmTm(kz) (1.69)

≈
M
∑

m=0

cmkm
z (1.70)

with

cos (
√

k2
x + k2

y) ≈
P

∑

p=0

Q
∑

q=0

cpq cos (pkx) cos (qky) (1.71)
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cos (
√

k2
x + k2

y) ≈ a0 + b1

√

k2
x + k2

y (1.72)

Equation (1.64) represents the direct method, equation (1.65) combined with equation (1.71)
is the McClellan approach with the Chebyshev recursion scheme. Equation (1.66) is the series
expansion incos (kr∆x) with a dependent optimization between the series coefficients and the
approximation tocos (kr∆x). Equation (1.67) with equation (1.72) is the expansion ink2

x + k2
y

with the Chebyshev recursion scheme. Equation (1.68) is theseries expansion ink2
x + k2

y; the
use of this series expansion in recursive migration was already proposed by Berkhout (1982).
Equation (1.69) represents the expansion inkz in a Chebychev recursion scheme and Equation
(1.69) the series expansion inkz.

From an efficiency point of view the expansion ink2
x + k2

y and the use of the McClellan trans-
formation are the most interesting schemes. An extra advantage of the expansion ink2

x + k2
y is

that short 1-Dimensional convolution operators can be used. A disadvantage of these schemes
is that it is not possible to write the algorithms in computer’friendly’ way due to the recursive
structure in the scheme. This fact is displayed in the computation times given in Appendix A.
The most accurate extrapolation is the direct convolution scheme. Another advantage of the
direct scheme is that the algorithm can be designed in an efficient way. A disadvantage of the
direct scheme is the intensive computation of the 2-D convolution operators.

The approximation tocos (kr∆x) can be done with many different methods. Crucial in the per-
formance of the extrapolation operator is that the coefficients in the expansion (Chebyshev or
series) are optimized by using the approximation tocos (kr∆x).

Method accuracy stable circ operator simple vector scalar

Direct ++ + ++ - ++ + +
McC1 o ++ o + o + ++
McC2 o ++ o + o + ++

McC2+ + + + + - + +
cos (kr∆x) +/++ + ++ o + + ++

kz - o o o + - o
k2

x + k2
y L2 o o + + o o +

k2
x + k2

y L∞ o + + ++ - o +

Table 1.12 Comparison of the different extrapolation methods with respect to computation effort and
stability. Note that in the McClellan schemes the optimizedMcClellan factors are used.

In this table the different columns have the following meaning:
• accuracy: the averageε2 error over the whole frequency range.
• stable: the stability of the method over the whole frequency range for all wavenumbers (εa

∞

error). A o means that some wavenumber components canm become unstable.
• circ: the circularity of the impulse response (εp error). The McClellan in Chebychev expan-
sion and thekz scheme have problems with the circulariry.
•operator: the effort to compute all the coefficients which are needed in the convolution scheme.
For example in the direct method a 2-D convolution operator must computed, in the McClellan
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scheme a 1-D convolution operator and the (optimized) McClellan factors are needed. In the
table ++ means a minimum computation effort to compute the coefficients. Note that the oper-
ator coefficients can be calculated in advance and stored in an operator table.
• simple: the simplicity of the implementation of the convolution. The recursive schemes re-
quire more complex algorithms, so the compilers have to be good in optimization to make these
schemes fast. In the recursive schemes it is difficult to makethe program faster by changing
the algorithm in a more computer ’friendly’ way. A direct convolution requires more multipli-
cations and additions but the algorithm can be made very efficient. This fact explains the fast
computation time of the direct scheme in comparison with theother schemes (see Appendix A).
• vector: the performance of the scheme on a vector computer. The direct scheme is the only
scheme which can be implemented in a vector efficient way.
• scalar: the performance of the scheme on a modern scalar computer. Note that some scalar
computers may have an architecture which can be more advantageous for some implementa-
tions.

In conclusion taking into account thecomputation timeof the different methods, thesimplicity
of the algorithms and most important theaccuracyof the result then thedirect method (1.64)
is the best method for 3D extrapolation. The 2-D convolutionoperators should be stored in an
efficient way, by using the even symmetry of the operator (oneoctant need be stored only), in an
operator table that can be calculated in advance. Note that our algorithm of the direct scheme
can be made faster by also taking the circular symmetry (if∆x = ∆y) of the operator into
account.

If a series expansion version is used we prefer the expansionin cos (kr∆x) (1.66). It is our
opinion that Chebychev recursion is not an advantage.
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Appendix A: Computation times

The computation times of the different 3-D extrapolation methods in the space-frequency do-
main discussed in this chapter are given in table 1.13. The given time represent 55 recursive
depth steps for one frequency (20 Hz.) withc = 1000ms−1, ∆x = ∆y = ∆z = 10m on
a x,y grid of111 × 111 samples wide. All routines which are used are written in C andFor-
tran and are translated with the same type of compiler options without using options for parallel
computation (see Table 1.14). However, parallel processing is easily implemented on the main
frequency loop in the extrapolation algorithm. On the Convex (C-220) the -O2 option is used for
vectorization of the loops. It was not possible to vectorizethe C-code with specific compiler di-

Direct McClellan 1 McClellan 2
Machine 19x19 25x25 31x31 10x9 13x9 16x9 10x17 13x17 16x17

SUN C 63.5 104.6 157.3 24.5 31.1 38.7 33.4 44.8 55.3
SUN F 52.6 88.0 144.8 20.3 27.0 31.7 28.8 39.0 47.8

Convex F 34.7 61.9 85.9 12.4 17.4 21.6 21.1 27.6 33.5
DEC C 28.3 46.9 71.6 9.4 13.7 15.7 13.4 17.8 21.5
DEC F 11.5 19.9 28.0 5.6 7.2 8.8 6.7 8.6 10.5
HP C 18.6 30.0 44.7 10.0 13.2 16.5 20.5 23.5 27.7
HP F 6.8 10.6 15.1 6.6 8.6 10.6 19.2 20.8 24.5

McClellan 2+ cos (kr∆x) ×9 cos (kr∆x) ×25

Machine 10x25 13x25 16x25 10x9 13x9 16x9 10x25 13x25 16x25

SUN C 41.9 55.0 67.2 18.0 23.5 29.2 35.0 45.9 59.9
SUN F 36.8 48.0 58.3 16.8 21.1 25.7 32.6 42.9 54.3

Convex F 33.4 45.5 54.1 11.6 16.2 18.5 34.0 42.3 53.9
DEC C 14.6 18.5 24.3 7.0 9.3 10.8 12.1 15.6 19.2
DEC F 7.5 9.6 11.8 4.4 5.6 6.7 6.2 7.9 9.6
HP C 23.3 26.4 30.4 7.9 10.3 12.3 13.4 17.0 20.8
HP F 15.1 18.2 22.0 4.0 5.1 6.2 12.2 14.6 17.4

kz k2
x + k2

y L2 k2
x + k2

y L∞

Machine 10x(5x5) 15x(5x5) 10x(7x7) 12x5 12x7 15x7 12x5 12x7 15x7

SUN C 36.3 54.3 61.2 25.7 32.8 41.2 33.4 41.9 51.7
SUN F 33.2 49.0 57.2 21.2 26.2 35.5 27.9 32.0 39.9

Convex F 31.5 49.6 71.1 15.1 19.7 24.3 19.0 24.2 30.0
DEC C 11.8 17.6 26.3 8.6 9.6 11.9 13.6 15.2 19.2
DEC F 6.2 9.1 8.5 5.6 5.6 6.8 7.0 7.7 9.8
HP C 12.8 18.8 18.5 15.9 21.4 27.4 14.6 18.1 22.3
HP F 9.5 14.7 20.1 13.5 20.0 25.3 11.8 15.8 18.3

Table 1.13 2-D convolution computation time (in seconds) for one frequency on different machines for
different operator sizes and extrapolation methods.
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rectives, therefore the convolution schemes were written in Fortran code which vectorizes well.
Note that the Fortran compilers are better in optimization than the C compilers.
In the direct implementation of the 2-D convolution the evensymmetry in the convolution op-
erator is used. This implementation is designed to work faston a Vector computer. In the imple-
mentation of the McClellan transformation and thekz expansion the circular symmetry in the
basis operators is used by first adding the common terms to each other and then multiplication
with the appropriate operator point. This reduces the number of multiplications with a factor 8
in comparison with a full convolution. The computation times given in Table 1.13 are real-time
computation times measured during the calculation. The time needed to calculate the operators
is not included in this time.

Due to the use of the even symmetry in the operator the computation time for the direct convolu-
tion is a real challenge for the other methods (Note that the direct scheme can be made even faster
when∆x = ∆y and the circular symmetry is used). The first and second orderMcClellan im-
plementations and the series expansion incos (kr∆x) are the fastest algorithms on all machines.
The series expansion inkz and ink2

x + k2
y are comparable with the McClellan transformation.

The difference between thek2
x + k2

y expansion inL2 andL∞ is that in theL2 scheme the direct
series expansion is used and for theL∞ the Chebyshev recursion scheme is used. From the table
it is clear that the hardware design of the computer system can be optimum for some specific
implementation. For example the HP has a good performance onthe direct scheme and less on
the McClellan schemes. The DEC has a good performance on all expansion schemes.
Which scheme is preferred depends also on the desired accuracy of the result. If one uses the
extrapolation only to get a first idea of the subsurface, or toestimate the macro model, a first or-
der McClellan can be used. For a higher accuracy the direct convolution or a series expansion
method with a high number of terms can be used.

Machine type RAM bits C F C-opt F-opt

SUN 10/514 256 32 gcc f77 -O2 -O2
Convex C-220 256 32 cc fc -O2 -O2
DEC 3000-500 96 64 cc f77 -O2 -O3
HP 9000-735 144 32 cc fort77 +O4 +O4

Table 1.14 Specification for the used machines. Note that the optimization is done for one CPU and
parallel processing is not used.

In Table 1.14 a detailed specification for the different machines is given. On the SUN the gcc
compiler is used because it produces faster code than the standard cc compiler delivered by
SUN. Note that for the optimization options only the most common used options are chosen,
it may therefore be possible that by choosing another optionthe scheme will perform better as
described in this Appendix (suggestions for better optionsare welcome).

In Table 1.15 the computation effort of the different methods is calculated. The values in this
table are calculated for a spatial dimension of111 × 111 samples with only one depth step for
one frequency. The computation times are for the HP with source code written in C. Add(f) and
Mul(f) are respectively floating point additions and multiplications, (i) gives integer additions
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Method Size Add(f) Mul(f) Assign Add(i) Mult(i) Time

Direct V 19 × 19 7.68 4.92 5.70 0.32 0.13 0.34
Direct V 25 × 25 12.89 8.33 9.32 0.34 0.14 0.55
Direct V 31 × 31 19.43 12.62 13.85 0.35 0.14 0.80
Direct 8 19 × 19 10.25 2.71 2.84 17.00 0.05 0.56
Direct 8 25 × 25 17.64 4.48 4.62 29.72 0.05 0.94
Direct 8 31 × 31 27.03 6.70 6.84 45.98 0.05 1.42
kz Se 15 × 25 8.99 2.81 3.60 14.05 0.10 0.31
kz Se 15 × 49 15.89 4.19 5.00 29.23 0.10 0.57
kz Ch 15 × 25 9.66 3.47 4.29 14.05 0.10 0.39
McC1 10 × 9 2.44 1.36 2.11 2.91 0.10 0.19
McC1 13 × 9 3.25 1.80 2.78 3.80 0.10 0.25
McC1 16 × 9 4.07 2.24 3.45 4.68 0.10 0.30
McC2 10 × 17 4.21 1.80 2.57 5.57 0.10 0.24
McC2 13 × 17 5.62 2.39 3.40 7.34 0.10 0.31
McC2 16 × 17 7.02 2.98 4.22 9.12 0.10 0.39

McC2+ 10 × 25 5.99 2.02 2.80 9.12 0.10 0.26
McC2+ 13 × 25 7.98 2.69 3.69 12.07 0.10 0.34
McC2+ 16 × 25 9.98 3.35 4.59 15.03 0.10 0.42
k2

x + k2
y 15 × (3 + 3) 2.44 2.12 1.82 1.63 0.10 0.18

k2
x + k2

y 15 × (5 + 5) 3.82 2.81 2.57 3.01 0.10 0.37
k2

x + k2
y 15 × (7 + 7) 5.20 3.50 2.93 4.39 0.10 0.62

k2
x + k2

y 15 × (9 + 9) 6.58 4.19 3.29 5.77 0.10 1.84
k2

x + k2
y 10 × (5 + 5) 2.46 1.82 1.70 2.02 0.10 0.15

k2
x + k2

y 12 × (5 + 5) 3.01 2.22 2.04 2.41 0.10 0.18
k2

x + k2
y Ch 10 × (5 + 5) 2.88 2.24 1.93 2.02 0.10 0.20

k2
x + k2

y Ch 12 × (5 + 5) 3.52 2.74 2.34 2.41 0.10 0.25
k2

x + k2
y Ch 15 × (5 + 5) 4.48 3.47 2.94 3.01 0.10 0.31

k2
x + k2

y Ch 10 × (7 + 7) 3.77 2.69 2.17 2.90 0.10 0.25
k2

x + k2
y Ch 12 × (7 + 7) 4.61 3.28 2.63 3.50 0.10 0.29

k2
x + k2

y Ch 15 × (7 + 7) 5.86 4.16 3.31 4.38 0.10 0.36
cos (kr) 10 × 9 2.24 1.16 1.69 2.91 0.10 0.14
cos (kr) 13 × 9 2.98 1.53 2.21 3.79 0.10 0.19
cos (kr) 16 × 9 3.72 1.90 2.73 4.68 0.10 0.20
cos (kr) 10 × 25 5.79 1.82 2.36 9.12 0.10 0.21
cos (kr) 13 × 25 7.71 2.42 3.11 12.07 0.10 0.27
cos (kr) 16 × 25 9.64 3.00 3.85 15.03 0.10 0.34

Table 1.15 Computation effort according to the number of additions, multiplications and assignments
(1e+6). The spatial size is chosen fixed at 111x111 samples.
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Method Operator 55x55 111x111 155x155 223x223

Direct 19 × 19 3.0 11.5 23.1 48.0
McC1 10 × 9 1.9 9.5 19.6 41.6
McC2 10 × 17 2.3 10.1 21.2 44.9

kz 10 × (7 × 7) 2.4 10.6 21.0 46.9
k2

x + k2
y L2 12 × (7 + 7) 1.9 8.5 18.2 41.0

k2
x + k2

y L∞ 12 × (7 + 7) 2.9 12.9 25.9 58.0

Table 1.16 Computation time on the DEC Alpha for different model sizes with different operators.

and multiplications. Integer additions are used to indicate an array element, so a large number of
integer additions indicates a lot of switching between the elements in an array. Assign indicates
the number of floating point assignments. Note that complex multiplications are counted as 2
floating additions and 4 floating multiplications (just as itis implemented in C).

The Direct V scheme is designed optimimum for Vector computers, the Direct 8 scheme makes
use of the circular symmetry of the operator. The differences between these two direct schemes
are clear from the table; the Vector scheme takes more floating additions multiplications and as-
signments but only a few integer additions, the Direct 8 scheme uses a lot of integer additions a
little more floating additions than the Vector scheme and half the number of floating multiplica-
tions. Nevertheless the Direct 8 scheme is slower than the Vector scheme due to the inefficient
method to obtain the array elements. Taking into account thecomputation effort and the perfor-
mance on the machines the series expansion incos (kr∆x) is the most flexible scheme which
has a good computation performance on all machines.

In Table 1.16 the computation time on the DEC Alpha for the different methods is given as func-
tion of the size of the model. From these results one can conclude that the direct method on the
DEC is not necessary slower than the other methods. Note thatthe Chebyshev recursion scheme
implemented in thek2

x + k2
y expansion is slower than the power series expansion.
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Appendix B: Chebyshev Polynomial Approximation

The Chebyshev polynomial is a powerful function in approximation theory Parks, (Parks and
Burrus, 1987)., because of the special properties of the Chebyshev polynomials. The Chebyshev
approximationP (x) of a real functionF (x) is defined as

F (x) ≈ P (x) =
a0

2
+

M
∑

m=1

amTm(x) (1.73)

for−1 ≤ x ≤ 1 and withTm(x) the Chebyshev polynomial of order m andam the expansion co-
efficients (see for example Johnson and Riess 1977, (1977); Ralston 1967, (1967); Kogbetliantz
1960, (1960) Powell 1981, (1981)). The Chebyshev polynomials Tm(x) are usually defined in
terms of trigonometric functions by:

Tm(x) = cos (m arccos (x)) for|x| ≤ 1

Tm(x) = cosh (m cosh−1 (x)) for|x| > 1 (1.74)

Using the variable substitutionx = cos (φ) the Chebyshev polynomials can be rewritten as

Tm(x) = cos (mφ) (1.75)

With this variable substitution some properties of the Chebyshev polynomials can easily be de-
rived

2Tm(x)Tn(x) = Tn+m(x) + Tn−m(x) (1.76)

Tm+1(x) = cos ((m + 1)φ) = 2 cos (φ) cos (mφ) − cos ((m − 1)φ)

(1.77)

Tm+1(x) = 2xTm(x) − Tm−1(x) (1.78)

T2(x) = 2x2 − 1 (1.79)

T3(x) = 4x3 − 3x etc. (1.80)

with T0(x) = 1 andT1(x) = x. The most important property is the recurrence relation given
in equation (1.78). Equations (1.79) and (1.80) show thatTm(x) can be written as

∑

bmxm, a
polynomial inx. The polynomialTm(x) has m zero’s in the interval[−1, 1] which are located
at the points

xi = cos (
π(2i + 1)

2m
) (1.81)

The Chebyshev polynomials are also orthogonal with respectto the weight function(1−x2)
1

2 =

sin (φ). So

∫ 1

−1
(1 − x2)−

1

2 Ti(x)Tj(x)dx =
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Fig. 1.40 Chebyshev polynomials for the 0,1,2, and 3th order within the interval [−1, 1]. Note that
outside this interval the polynomials of orders≥ 2 go to±∞.

∫ π

0
cos (iφ) cos (jφ)dφ















0 for i 6= j
π
2

for i = j 6= 0

π for i = j = 0

(1.82)

By using this orthogonal property it can be proven (Powell (1981), 1988, p. 144) that the Cheby-
shev approximationP (x) in equation (1.73) is very nearly theminimax polynomial, which (among
all polynomials of the same degree) has the smallest maximumdeviation for the true function
F (x). For a fixed M equation (1.73) is a polynomial inx which approximates the functionF (x)

in the interval[−1, 1]. This particular approximating polynomial is not necessarily more accu-
rate than some other approximating polynomial of the same order M (for some specified defini-
tion of ”accurate”), but equation (1.73) can be truncated toa polynomial of lower degreen ≤ M

thatdoesyield the ”most accurate” approximation of degree n. So the accuracy of the approx-
imation improves when the number of terms is increased. Since theTm(x) are all bounded be-
tween±1, the difference between the truncated(n) and the larger polynomial(M) can be no larger
than the sum of the neglected terms. In fact if the terms are rapidly decreasing, then the error
is dominated bycnTn(x) an oscillatory function with (n+1) equal extreme distributed smoothly
over the interval[−1, 1]. This smooth spreading out of the error is a very important property
(Press et al., 1992).
The Chebyshev polynomials have a remarkable behavior. Theyoscillate between +1 and -1 for
−1 ≤ x ≤ 1 and go monotonically to±∞ outside that domain. All N of their zeros are real
and fall in the domain−1 ≤ x ≤ 1. In Figure 1.40 the Chebyshev polynomials for the 0,1,2,
and 3th order are plotted. Another important property of theChebyshev polynomials is that they
satisfy the ”Haar condition”. This condition is used in the Remez exchange algorithm to prove
uniqueness of the best minimax approximation (for a more detailed discussion see Appendix
C).
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Appendix C: Optimization with the L∞ norm

Introduction

For the design of a spatial 1-D convolution operator an optimal solution is desired. The opti-
mized result must be designed accurate within the band of interest and stable outside this band.
In order to solve this problem the notion accuracy must be defined in a mathematical way. The
most common definitions are explained in the next subsectionabout theLp norms. After defin-
ing the accuracy in a desired way a computation method must beavailable to calculate the solu-
tion of the approximation problem. By using theL∞ norm the minimization problem is usually
not solvable explicit in terms of formulas. However, by formulating theL∞ optimization prob-
lem as a Chebyshev approximation problem a set of conditions(stated in the alternation theo-
rem) is provided which completely characterize the optimalfilter. To assure the convergence
and uniqueness of the solution in theL∞ norm some theorems are needed which are explained
in the section about the Haar condition. In the section aboutthe Remez exchange algorithm,
which calculates the unique solution in theL∞ norm, an iterative algorithm which calculates
theL∞ solution is explained in an intuitive manner.
The Parks-McClellan (1972) algorithm is based on the Remez exchange algorithm and Cheby-
shev approximation theory to design convolution operatorswith optimal fits between the desired
and actual frequency responses. The operators are optimal in the sense that the maximum error
between the desired frequency response and the actual frequency response is minimized for the
given weighting function. Operators designed this way exhibit an equiripple behavior in their
frequency response, and hence are sometimes called equiripple filters.

The Lp norms

A weighted error function, which measures the deviation form the true function, is defined as

||ε(x)|| = || W (x)|F (x) − P (x)| || (1.83)

There are several possible choices available for the norm function (‖ ‖) in equation (1.83). The
most widely used are theL∞ (also called the minimax, or Chebyshev) norm and theL2 (least-
squares) norm. TheL∞ norm is appropriate when specifications are stated in terms of minimum
allowed stop-band attenuation or maximum allowed pass-band error. TheL2 error measure is
appropriate when specifications are in terms of signal energy. Statistical considerations show
that theL2 norm is the most appropriate choice for data fitting, when theerrors in the data have
a normal distribution. The calculation of the best approximation in theL2 norm reduces to a
system of linear equations (the normal equations), which can be solved straightforward by using
efficient algorithms. TheL1 norm is the least used norm and can be used for fitting a discrete data
set with some gross errors in it due to blunders. TheL1, L2, Lp andL∞ norm are respectively
defined as

||F (x)||1 ≡
∫ a

b
|F (x)|dx (1.84)

||F (x)||2 ≡
[
∫ a

b
|F (x)|2dx

]
1

2

(1.85)
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||F (x)||p ≡
[
∫ a

b
|F (x)|pdx

]
1

p

(1.86)

||F (x)||∞ ≡ max
a≤x≤b

|F (x)| (1.87)

Peaks and overshoots in the frequency domain are typical of frequency sampling and least-
squares designs. Windowing techniques are attempts to reduce the peaks in the error function
(Parks and Burrus, 1987). But how far can the maximum error bereduced? The theory of
Chebyshev approximation provides algorithms to find the coefficients of a filter with the mini-
mum value for the maximum error. Filters that have the minimum value of the maximum error
exhibit an equiripple behavior in their frequency response. A practical reason for using theL∞

norm is that when in computer calculations a complicated mathematical function is estimated
by one that is easy to calculate then it is usually necessary to ensure that the greatest value of
the error functionε is less than a fixed amount. This is just the required accuracyof the approx-
imation which is a condition on the norm||F − P ||∞.

If there is an approximation such that theL∞ norm error function is small then theL2 norm and
L1 norm error functions are small also. This can be proven with the Gauchy-Schwarz inequality
(Powell, 1981) that with error functionε = {|F (x) − P (x)|; a ≤ x ≤ b}

||ε||1 ≤ (b − a)
1

2 ||ε||2 ≤ (b − a)||ε||∞ (1.88)

The different norm functions can be presented in a graphicalway shown in Figure 1.41 (after
Powell 1981, (1981)). In this Figure the point(2, 1) is approximated by one point from the line
y = x represented byA, for the different norms. TheL1 norm solution to this problem is not
unique and is given by all points lying on both A and the rotated box indicated byL1 (the solution
is the minimum of{|2 − x| + |1 − x| ∀x}). These points range from(1, 1) to (2, 2) and the
minimum distance is 1. Non-minimumL1 solutions are represented by the same box but on a
larger scale. TheL2 norm is represented by a circle and has one unique solution,(1.5, 1.5) with
distance 0.5, and is the position where the circle touches the lineA (the solution is the minimum
of {(|2−x|2 + |1−x|2) 1

2 ∀x}). Other non-minimalL2 solutions can be represented by circular
contours with the same midpoint but with a different radius.TheL∞ norm is the small cube
with the dashed line, which for this simple example gives thesame solution as theL2 norm (the
solution is the minimum ofmax(|2 − x + 1 − x|) ∀x).

The Haar condition

The best minimax approximation from a set of basis functionsin A, polynomials of the order n
(Pn), to the functionF in

||ε(x)|| = max
0≤x≤xmax

W (x)|F (x) − P (x)| (1.89)

is that element ofA that minimizes equation (1.89). It can be proven (Powell 1981, p.74) that in
order to discover if a trial approximation is optimal one only need to consider the extreme values
of the error function. LetP ∗ be a non-optimal trial approximation. The purpose is to improve
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L2 L1

A

1 2 3

1

2

Fig. 1.41 TheL1, L2 and L∞ norms displayed for a simple approximation problem (after Powell,
1981).

the approximation by satisfying equation (1.89). The set ofpoints where the error function

ε∗(x) = F (x) − P ∗(x) (1.90)

takes its extreme values is calledE. This set of extreme points is characterized by the condition

|ε∗(x)| = ‖ε∗‖∞ (1.91)

Let (P ∗ + θP ) be a best approximation. Then equation (1.89) is obtained and the inequality

|ε∗(x) − θP (x)| < |ε∗| (1.92)

is satisfied for all points inE. Assuming thatθ is positive in equation (1.92) it is easy to see that
for the pointsE the sign ofε∗(x) is the same as the sign ofP (x). From this it follows (Powell,
1981) that ifP ∗ is a best minimax approximation fromA to F then there is no functionP in A
that satisfies the condition

[F (x) − P ∗(x)]P (x) > 0 (1.93)

for all values ofx where the error function takes its extreme values. If inequality (1.93) is true
for someP then there exists a positive valueθ that gives a better approximation. Whether con-
dition (1.93) is obtained can be tested easily if the set of approximating functionsA satisfies the
Haar condition. WhenA satisfies the ’Haar condition’ it can also be proven that the best ap-
proximation is unique. The Haar conditions provides also anexcellent method for calculating
the best approximations, called the (Remez) exchange algorithm.
The Haar condition, stated in its most usual definition, is given by

Condition 1 (Haar) If an element ofPn has more than n zeros, then it is identically zero.
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ThusA satisfies the Haar condition if and only if, for every non-zeroP in A, the number of roots
of the equation{P (x) = 0; a ≤ x ≤ b} is less than the dimension ofA. It can also be proven
that

Theorem 1 (Uniqueness forL∞) Let A be a linear subspace[a, b] that satisfies the Haar con-
dition. Then for any f in[a, b] there is just one best minimax approximation from A to F.

If A does not satisfy the Haar condition then there are functionsf in [a, b] that have several best
approximations inA.

Another property of the class of minimax approximation problems may be used to obtain a char-
acterization of the solution to equation (1.89). The alternation and characterization theorems
give the necessary and sufficient conditions for the best minimax approximation (Rabiner et al.,
1975):

Theorem 2 (Alternation) if P (x) is a linear combination ofM cosine functions i.e.,

P (x) =
M−1
∑

m=0

α(m) cos (2πmx) (1.94)

then a necessary and sufficient condition thatP (x) be the unique best weighted Chebyshev ap-
proximation to a continuous functionF (x) on K (wavenumber domain) is that the weighted er-
ror functionε(x) = W (x)|F (x) − P (x)| exhibits at least M+1 extremal frequencies in K.

Theorem 3 (Characterization) P (x) is the best minimax approximation if and only if there
exist a set of extremal frequencies of M+1 points{ξi}, i = 1, 2, . . . , M + 1 such thatξ1 <

ξ2 · · · < ξM < ξM+1, with ε(ξi) = −ε(ξi+1), i = 1, 2, . . . , M and |ε(ξi)| = maxx∈ξ |ε(x)|.

For example a function inA (algebraic polynomials of order n) has at most n sign changes. If
the error function|F (x) − P ∗

n(x)| changes sign more than n times as x ranges over the linear
subspaceE then according to the statement in equation (1.93)P ∗ is a best approximation. Con-
versely, if the number of sign changes does not exceed n, thenit is possible to choose the zeros
of a polynomial inA so that condition (1.93) is satisfied. Note that the Chebyshev polynomials
satisfy the Haar condition on the interval[−1, 1].

The alternation theorem means that the best Chebyshev approximation must necessarily have
an equiripple error function. It also states that there is a unique best approximation for a given
set of frequencies, filter length N and weight functionW (x). The phrase ”at least M+1 extremal
frequencies” needs some explanation. Since the best approximation for a given set of specifi-
cations is unique there willnot be one filter with M+1 extremals and another filter with M+2
extremals for the same specifications. For a given set of specifications, the unique best filter may
have more than M+1 extremal frequencies. If for example the optimal filter has M+3 extremal
frequencies, then by the uniqueness property, there cannotbe a filter with only M+1 extremals
for this given set of specifications.
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Theorem 3 characterizes the optimum solution so that it can be recognized, but it does not di-
rectly show how to choose the filter coefficients. If the extremal frequencies are known, the
impulse-response coefficients can be found easily by solving an interpolation problem by a frequency-
sampling technique. The problem of designing the filter has been reduced to the problem of
finding the extremal frequencies. The Remez exchange algorithm is an algorithm which solves
the Chebyshev approximation by searching for these extremal frequencies of the best approxi-
mation.

Remez exchange algorithm

The Remez Exchange algorithm is to the Chebyshev approximation as the normal equations
are to the minimum least-squares solution. In both cases a set of expansion coefficientsai is
calculated that ”best fit” a set of basis functions to the data. If the definition of ”best fit” is to
minimize the sum of squares then get the normal equations areused to calculate theai’s. If the
”best fit” is defined to minimize the maximum error (min-max orChebyshev fit) then the Remez
Exchange algorithm gives the answer.
The Remez exchange algorithm for Chebyshev approximation is designed to make the error
function of the filter satisfy the set of necessary and sufficient conditions for the optimal solution
as stated in the alternation theorem. If the Haar condition holds (which is true for Chebyshev
polynomials) then convergence of the exchange algorithm isobtained fromanyinitial reference.

The exchange algorithm calculates the element of an+1 dimensional subspaceA that minimize
the approximationP (x) in

||ε(x)||∞ = max
0≤x≤kN

W (x)|F (x) − P (x)| (1.95)

Instead of trying to reduce the error of each trial approximation, the algorithm adjust a reference
set of extremal frequencies{ξi : i = 0, 1, . . . , n + 1}, so that it converges to a point set{ξ∗i :

i = 0, 1, . . . , n + 1} that satisfies the characterization theorem. The adjustments are made by
an iterative procedure.

In order to begin the calculation, an initial reference is chosen. It can be any set of points that
satisfies the condition

a ≤ ξ0 < ξ1 < · · · < ξn+1 ≤ b (1.96)

At the start of each next iteration a reference is available that is different from the references
of all previous iterations. The calculations of each iteration are as follows. Let{ξi : i =

0, 1, . . . , n + 1} be the reference at the start of an iteration. First the function P (x) in A that
minimizes the expression

max
i=0,1,2,...,n+1

W (ξi)|F (ξi) − P (ξi)| (1.97)

is calculated. The coefficientsci in P (x) =
∑

i ciQi(x) may be found (Powell, page 79 and 85)
by solving the linear system of equations

W (ξi)[F (ξi) − P (ξi)] = (−1)ih i = 0, 1, . . . , n + 1 (1.98)



1 – 64 Chapter 1: 3-D recursive extrapolation operators
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Fig. 1.42 An error function of the exchange algorithm (after Powell).

where, h is defined by the linear system and can be calculated analytically. For a given set of
n + 2 frequencies this requires the solution of then + 2 equation as given in equation (1.98).
A fast method for solving this problem is given in McClellan and Parks (1972) and Rabiner et.
al. (1975). It follows from Powell (1981) that the bounds

|h| ≤ ||F − P ∗||∞ ≤ ||F − P ||∞ (1.99)

are satisfied, whereP ∗ is the required best approximation fromA to F . In order the make use
of the right-hand bound, and in order to obtain a suitable change for the reference, the error
function

ε(x) = W (x)(F (x) − P (x) a ≤ x ≤ b (1.100)

is considered. A typical error function for n=3 is shown in Figure 1.42. We see that equation
(1.98) is satisfied, and that consequentlyε has at least n turning points. The positions of the
extrema,which are calledηi in the figure, are estimated by evaluating the error functionat several
points within[a, b]. It is necessary in practice to obtain these points automatically in an efficient
way. Letη be a point that satisfies the equation

|F (η) − P (η)| = ||F − P ||∞ (1.101)

The calculation finishes if the difference

δ = |F (η) − P (η)| − h (1.102)

is sufficiently small, because inequality (1.99) implies the bound

||F − P ||∞ ≤ ||F − P ∗||∞ + δ (1.103)
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Otherwise the reference is changed in order to begin anotheriteration. The most important prop-
erty of the changes of reference is that the quantity|h|, which is called the levelled reference er-
ror, increases strictly monotonically from iteration to iteration. It is helpful to take the point of
view that the purpose of the change of reference is to increase the value ofh(ξ0, ξ1, . . . , ξn+1) =

|h|. Because expression (1.102) is small only if the levelled reference error is close to the bound
||F − P ||∞ of inequality (1.99), it is advantageous to makeh(ξ0, ξ1, . . . , ξn+1) as large as pos-
sible. Thus the exchange algorithm is a method of solving a maximization problem, where the
variables are the points of reference. The structure ofh(ξ0, ξ1, . . . , ξn+1), however, is that it is
inefficient to use one of the super linearly convergent algorithms that are available in subroutine
libraries.

Adjustment of the reference

The method of choosing the new reference must imply the increase

h(ξ+
0 , ξ+

1 , . . . , ξ+
n+1) > h(ξ0, ξ1, . . . , ξn+1) (1.104)

in the levelled reference error whereξ+ is the next reference set. It can be shown that it is suf-
ficient if the conditions

sign[F (ξ+
i+1) − P (ξ+

i+1)] = −sign[F (ξ+
i ) − P (ξ+

i )] (1.105)

for i = 0, 1, . . . , n and

|F (ξ+
i ) − P (ξ+

i )| ≥ |h| (1.106)

are satisfied. Provided that at least one of the numbers{|F (ξ+
i )−P (ξ+

i )| : i = 0, 1, . . . , n+1}
is greater than|h|. Hence, several ways of obtaining an increase in the levelled reference er-
ror are suggested by Figure 1.42. One method is to let each point of the new reference be an
extremum of the error function (1.100). In this case the error curve of Figure 1.42 gives the
reference{ξ0, η1, η2, η3, ξ4}and the conditions 1.105 and 1.106 are obtained. Methods that can
change every reference point on every iteration are usuallymore efficient than a one-point ex-
change algorithm, in the sense that fewer iterations are required to reduce the number (1.102) to
less than a prescribed tolerance. In the excellent book by Powell (1981) the one-point exchange
method is discussed is further detail.

A very nice property of the exchange algorithm is that if the Haar condition holds, then conver-
gence is obtained from any initial reference. However, someinitial references are better than
others. Powell gives a suitable set of reference points on the interval[a.b], obtained from the
properties of the Chebyshev polynomials, which is in some way the best starting point

ξi =
1

2
(a + b) +

1

2
(b − a) cos

((n + 1 − i)π

(n + 1)

)

(1.107)

for i = 0, 1, . . . , n + 1.
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Optimizing 2-D extrapolation operators with L∞ norm.

The phase shift extrapolation operator is given by

F̃0(kx) = exp (−j
√

k2 − k2
x∆z) for |kx| < k (1.108)

Splitting the operator in real (ℜ) and imaginary (ℑ) parts for|kx| ≤ k gives

ℜ
{

F̃0(kx)
}

= cos (
√

k2 − k2
x∆z) (1.109)

ℑ
{

F̃0(kx)
}

= − sin (
√

k2 − k2
x∆z) (1.110)

The inverse discrete Fourier transformation for a even functionF (m∆x) = F (−m∆x) is given
by

F̃ (kx) = F (0) + 2
M
∑

m=1

F (m∆x) cos (kxm∆x) (1.111)

Splitting real and imaginary parts in equation (1.111) gives two independent equations

ℜ
{

F̃ (kx)
}

= ℜ{F (0)} + 2
M
∑

m=1

ℜ{F (m∆x)} cos (kxm∆x) (1.112)

ℑ
{

F̃ (kx)
}

= ℑ{F (0)} + 2
M
∑

m=1

ℑ{F (m∆x)} cos (kxm∆x) (1.113)

substituting equations (1.109) and (1.110) into (1.112) and (1.113) gives

cos (
√

k2 − k2
x∆z) ≈ ℜ{F (0)} + 2

M
∑

m=1

ℜ{F (m∆x)} cos (kxm∆x) (1.114)

− sin (
√

k2 − k2
x∆z) ≈ ℑ{F (0)} + 2

M
∑

m=1

ℑ{F (m∆x)} cos (kxm∆x) (1.115)

For designing a spatial convolution operator an optimal solution for the Real and ImagF (m∆x)

is desired. The wavenumber-domain approximation problem given in equations (1.114) and
(1.115) can be written in the more general form

F̃ (kx) = F (0) + 2
M
∑

m=1

F (m∆x) cos (m∆x kx) (1.116)

The Chebyshev polynomial approximation problem given in equation (1.73)

P (kx) =
a0

2
+

M
∑

m=1

am cos (m arccos (kx)) (1.117)

can be shown to be equivalent with equation (1.116) by using the change of variables

ζ = cos (kx) (1.118)



Chapter 1: 3-D recursive extrapolation operators 1 – 67

or

kx = arccos (ζ) (1.119)

cos (m∆x kx) = cos (m∆x arccos (ζ)) (1.120)

which results in

F̃ (arccos (ζ)) = F̃ (ζ) = F (0) + 2
M
∑

m=1

F (m∆x) cos (m∆x arccos (ζ))

(1.121)

With the aid of these changes equations (1.114) and (1.115) can be solved by using the Remez
exchange algorithm to find the extremal frequencies with an error in theL∞ norm. Having found
the extremal frequencieske for e = 1, 2, . . . , M of the error function theFm, the impulse re-
sponse coefficients, have to be calculated from it. The coefficientsFm in the approximation
(IDFT)

F (m∆x) =
1

N

N−1
∑

n=0

P̃ (n∆kx) exp (jn∆kxm∆x) (1.122)

can be found by solving an interpolation problem of fitting the functionP (kx) in equation (1.122)
to the N known equally spaced frequency values in equation (1.122). This procedure amounts
to solving the following set of linear equations:

P̃ (ke) =
M
∑

m=0

Fm cos (jkem∆x) = F̃ (ke) ± δ (1.123)

for e = 1, 2, . . . , M .

Polynomial synthesis reduced to symmetrical spectral synthesis

McClellan and Chan (1977) have shown that the Chebyshev structure can be used for every arbi-
trary polynomialPn(x) = Tn(P1(x)), whereTn(P1(x)) is defined by the Chebyshev recursion
formula. The approximating of a function by polynomials is given by

F (x) = F (P (x)) =
M
∑

m=0

amP m(x) (1.124)

with P m(x) the m’th order polynomial in x given over the domainP (x) ∈ [a, b]. For exam-
ple P (x) can bekz or k2

x + k2
y for the approximation of the 2-D extrapolation operator given

in equations (1.67) and (1.69). The polynomial synthesis can be reduced to symmetrical spec-
tral synthesis by performing the following mapping (Soubaras (1992), Rabiner and Gold (1975)
page 151) :

P (x) = g(φ) = 0.5(a − b) cos (φ) + 0.5(a + b) (1.125)
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which maps the domainP (x) ∈ [a, b] to φ ∈ [0, π].
The advantage of reducing the polynomial synthesis to a spectral synthesis is that the same tech-
nique as in the 1-Dimensional operator problem can be used; the Remez exchange algorithm
with theL∞ norm. The inverse function ofP (x) = g(φ) is given by

φ = g−1(P (x)) = arccos
((2P (x) − a − b)

(a − b)

)

(1.126)

Substitution of equation (1.125) into equation (1.124) gives the desired spectral synthesis

F (g(φ)) = G(φ) =
M
∑

m=0

âm cos (mφ) (1.127)

Having found the solution for thêamin theL∞ norm for a number of termsM we have to com-
pute the original approximationF (x) from G(φ) by usingF (x) = G(g−1(P (x))).

F (P (x)) =
M
∑

m=0

âm cos (m arccos
((2P (x) − a − b)

(a − b)

)

) (1.128)

This equation can be rewritten by using Chebyshev recursionformula and writingζ = arccos
(

(2P (x)−a−b)
(a−b)

)

F (P (x)) =
M
∑

m=0

âm cos (mζ) (1.129)

=
M
∑

m=0

ăm[cos (ζ)]m (1.130)

=
M
∑

m=0

ăm

[2P (x) − a − b

a − b

]m
(1.131)

whereF (x) is a polynomial inP (x). Because theL∞ norm in invariant by any mapping we
have thatG(φ) is anL∞ approximation ofF0(g(φ)) andF (P (x)) is aL∞ approximation of
F0(P (x)).

The method of polynomial synthesis is more preferable than aTaylor series truncation, because
the Remez algorithm minimizes theL∞ norm on a user defined domain[a, b], while Taylor series
truncation minimizes the error on a[−ε, ε] interval, whereε is infinitely small. The difference
with theL2 optimization is that the WLSQ approximation takes the totalspectrum of the opti-
mized operator into account and not just its extreme values as in theL∞ norm.
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